Construct Validity and Other Empirical Issues in Transaction Cost Economics Research

Kyle J. Mayer

University of Southern California

Marshall School of Business (BRI306)

Department of Management and Organization

Los Angeles, CA 90089-0808

Tel:  (213) 821-1141

Fax:  (213) 740-3582

kmayer@marshall.usc.edu
ABSTRACT

Transaction cost economics has received extensive attention from a variety of disciplines, but it holds a particularly central place in strategic management.  The focal issues examined by transaction cost economics include vertical integration and inter-firm governance (including contract design), are important determinants of firm performance—the central issue in the field of strategy.  While several extensive reviews of empirical work in transaction cost economics have been undertaken, one key issues has received relatively little attention—construct validity in transaction cost economics empirical research.  The purpose of this chapter is to highlight some of the challenges of operationalizing key transaction cost predictions and provide some ideas for better measuring core constructs such as asset specificity, uncertainty and frequency.
Construct Validity and Other Empirical Issues in Transaction Cost Economics Research
Transaction cost economics (Coase, 1937; Williamson, 1975, 1979, 1985, 1991, 1996) has been a central theory in strategic management research for over twenty years.  Oliver Williamson’s work in the 1970s and 1980s has been instrumental in providing a strong foundation for analyzing governance decisions resulting in hundreds of empirical papers in a wide variety of disciplines (Macher and Richman, 2008).  While implications from transaction cost economics (TCE) have been tested in a variety of ways, disagreements still remain about the validity of some of the fundamental relationships examined by Williamson and others (David and Han, 2004).  Rather than engage in the debate over whether TCE has been an empirical success story, this chapter will instead focus on some of the main challenges in doing rigorous empirical work in TCE, with a particluar emphasis on research in vertical integration and contracting.  
While a variety of review papers on empirical TCE studies have already noted methodological problems with prior research (e.g., David and Han, 2004; Macher and Richman, 2008; Masten and Saussier, 2000; Shelanski and Klein, 1995), this chapter will take a different approach.  Instead of a critical literature review, I will offer an overview of systematic problems with empirical tests of TCE-related predictions, which I have gleaned from my experience in conducting empirical TCE research as well as reading and reviewing many papers during the last decade. My reviewing experience in particular has led me to the conclusion that valuableinsights can be gained from understanding the types of problems that have precluded some papers from being published in A or even B-level journals in strategy and organizational economics.  
Because good empirical TCE research involves a series of steps, each step must be properly executed in order to produce a meaningful test of predictions derived from the theory.  In this chapter, I am choosing to focus on the first step, the fundamental issue of construct validity in TCE research.  Specifically, I will address the operationalization of the core explanatory variables of TCE (i.e., asset specificity, uncertainty and frequency) and examine issues with crafting a dependent variable in contract research.  In addition, I will also discuss the idea of thinking more broadly about the sources of hazards in TCE.  While asset specificity is the primary hazard identified by Williamson (1985), there are other hazards that are applicable in some empirical contexts. For example, appropriability concerns and performance ambiguity are particularly applicable to technology and knowledge-intensive industries.  I will then briefly discuss some of the data issues in testing TCE and conclude with some thoughts on fruitful directions for future research.

Testing Transaction Cost Economics
A host of interesting empirical papers test a variety of hypotheses arising from transaction cost economics.  Several of these papers are included in the most comprehensive review article of TCE empirical work to my knowledge, the Macher and Richman (2008) article in Business and Politics.  In this paper, they reviewed approximately 900 papers that test a variety of TCE propositions.  While the authors demonstrate a solid base of empirical support for TCE, they also suggest that a variety of methodological issues contribute to the variation in support seen for relationships hypothesized by TCE.  The fact that methodological issues may impact whether a study supports or refutes TCE predictions suggests that these issues must be resolved for this theory to be properly tested.  However, these issues cannot be addressed if researchers have not been made aware of them. As such, this chapter serves to elucidate some common errors in TCE empirical work, which a particular emphasis on construct validity.
Before, I jump into issues of construct validity, I want to address one major issue that precedes operationalizing TCE-related constructs. That is, lacking complete understanding of the theory itself.  Although I won’t spend much time on it here, this fundamental issue has proven problematic in many TCE papers, which  test relationships that aren’t even part of the core theory. For example, these papers examine how greater uncertainty irrespective of the level of asset specificity leads to more hierarchical governance or how greater frequency irrespective of the level of asset specificity leads to more hierarchical governance.  These basic misapplications of the theory do not lend themselves to expanding our basic understanding of TCE. Now, as the focus of this chapter will be on empirical issues, I will move on to construct validity challenges that researchers encounter when trying to operationalize the core constructs of TCE.
Construct Validity

From my own experience as an author and reviewer, as well as discussions with several colleagues who have served as editors for a variety of strategy journals, one of the primary reasons that empirical papers get rejected is poor construct validity.  In order to explain the concept of construct validity, think of an empirical paper as a story in which the author explains the relationships between the variables, typically by reference to one or more applicable theories.  Following the development of the theory-based story, the constructs from the hypotheses are operationalized and empirically tested.  Construct validity is then the degree to which the original constructs in the theory section and the variables in the empirical section align.  If these two elements are strongly matched, then the study is considered to have high construct validity.  If, however, the story being told in the front end of the paper is disconnected from the data analysis, then the construct validity is low. This issue is very important because studies with low construct validity are not actually testing the theoretical relationships that they purport to examine. As such, when some of my colleagues read or review a paper, they actually first look at the empirical tables to see the results, then check to see how the variables are measured, and finally go back to read the introduction and theory sections to make sure that the constructs coincide with the data analysis.  If they do not match, these colleagues frequently dismiss the conclusions from the work.
So, we have established that high construct validity is a critical element in conducting rigorous empirical work, but why is this issue a problem in TCE-based empirical research? In order to understand the specific issues, let’s take a brief look at the basic elements commonly tested in empirical work using this theory. TCE takes the transaction as the unit of analysis and seeks to understand how the transaction should be governed.  The focus on TCE, as developed by Williamson, is on hazards arising from asset specificity, which may be exacerbated by uncertainty and frequency, which might lead firms to move transactions from the market inside the firm.  Even if integration is not required, additional safeguards such as contracts of longer duration, exclusive arrangements, take-or-pay provisions or a variety of other safeguards may be employed to safeguard the transacting parties.  
These basic tenets of TCE have been tested in hundreds of empirical papers (see Macher and Richman, 2008 for an outstanding review of this literature), and the theory has found significant support.  However, David and Han (2004) point out  that many papers fail to find support for TCE predictions, which they attribute to a lack of uniformity in how the constructs, particularly asset specificity, were operationalized. The lack of consensus in these operationalizations suggest that construct validity is one of the main issues that faces researchers desiring to test empirical predictions derived from TCE.  Let’s examine each of the main TCE concepts to illustrate why construct validity is such an issue in this research.
Asset specificity.  Asset specificity, which has been highlighted by Oliver Williamson as the main source of exchange hazards in TCE, refers to the degree to which one or both parties are tied to the transaction because the assets required for the transaction have less value in the second-best use.  Asset specificity can take many forms (Williamson, 1996) including site specificity (building a facility near an exchange partner that is more costly to use to serve other exchange partners), physical asset specificity (investment in tangible assets that are only useful for the needs of a particular exchange partner), dedicated assets (capacity investments that are done at the behest of a specific customer and would be idle if that customer were lost), temporal specificity, brand names and human asset specificity.  The common element in all of these types is that one firm is making an investment that is specific to a particular exchange relationship, thus exposing the firm to harm if the partner were to attempt to opportunistically renegotiate the terms of the agreement
 or to prematurely terminate that relationship.  Thus TCE would predict that as the degree of asset specificity increases, the transaction requires additional safeguards for avoiding the premature termination, eventually including integration (i.e., pulling the transaction inside the firm).  
Although there have been many empirical tests of the effects of asset specificity, inconsistency in the findings have led some researchers to conclude that the empirical research provides limited support for transaction cost economics (David and Han 2004).  Instead of jumping to this conclusion, it may be more fruitful to examine how construct validity issues may influence these competing results. Interesingly, in the David and Han study, asset specificity was measured in 27 different ways in the 63 articles that they examined. Unfortunately, they don’t assess the quality of these measures, as not all operationalizations of asset specificity are equally effective at measuring the underlying construct. Their data illustrates this point since only 53% of studies that operationalize asset specificity as specialized assets have a statistically significant effect on the decision to select more hierarchical forms of governance, while studies operationalizing it as specialized knowledge were in line with TCE predictions 75% of the time.  Therefore, the lack of support for TCE predictions may stem from the fact that the operationalization of specialized assets may not actually reflect the transaction hazards that exist in the exchange (i.e., the cost of having to go the next best alternative use for the assets), rather than showing that the underlying relationship between asset specificity and more hierarchical governance doesn’t exist.  David and Han (2004) fail to give sufficient consideration to this alternative explanation when weighing in on how well empirical tests support TCE.  As a result, their conclusion that the empirical research provides limited support for the theory itself is thus a bit suspect.  
In contrast Macher and Richman (2008), who provide a much more thorough review of the empirical work in TCE (900 articles as compared to the 63 reviewed by David and Han) offer a more critical assessment of the challenges in operationalizing asset specificity more effectively and the problems posed by measurement issues in TCE research (2008:40-41).  
First, considerable work remains to more precisely measure and test for the effects of key transaction cost variables. Measurement issues are particularly evident with respect to the variables used to proxy for asset specificity. These variables are frequently constructed using secondary sources (e.g., accounting data) and, as a result, are often very rough approximations for the underlying concept of interest. For example, some researchers make use of R&D or advertising intensity as proxies of asset specificity in examining firms’ international market entry mode or integration decision, despite the shortcomings of those measures and the availability of more microanalytic measures (Murtha 1991; Oxley 1997). Relying on such crude constructs makes interpreting empirical results more difficult since the observed effects could result either from transaction cost considerations or from other confounding factors. Although the constraints of secondary data may thwart efforts to develop more exact measures of asset specificity, additional efforts in this regard are warranted. Researchers may instead wish to employ multi-measurement approaches to establish the validity of particular constructs prior to testing their main hypotheses. At the very least, a more explicit recognition of the limits of these proxies would be useful. (Macher and Richman, 2008: 40)
I agree wholeheartedly with the assessment of empirical TCE work by Macher and Richman.  
To further flesh out some of the issues involved in how support for TCE has been a bit mixed due to how variables have been operationalized, I now provide some examples of ways that asset specificity has been measured that highlight some of the problems with this work.

One paper I reviewed used eleven items to measure asset specificity.  While this is an outlier on this high side, most studies use several different questions to try and measure asset specificity. These items included commitment, reliability, and length of relationship, which the researchers then attempted to factor load onto a single construct. This operationalization was particularly problematic because none of these three measurements actually captures an aspect of asset specificity, although they may be correlated with the concept.  As discussed above, asset specificity seeks to determine the value of the asset in the second-best use to examine the potential for hold up.  Asking about a supplier’s reliability (whether it refers to the technical reliability of the parts they provide or their own reliability in meeting deadlines, etc.) is not directly getting at the issue of specific investment and the cost of going to the next best use.  Likewise, commitment is hard to measure and may have little relation to the potential for hold up as sometimes those are closest to us are the ones that can do the most damage.  Questions relating to length of relationship, commitment and reliability don’t have any bearing on the existence of the threat of hold up, but rather try to reassure us that hold up won’t occur even if asset specificity is present.  There is still a need, however, to create a strong measure of the existence of the hazard (i.e., the presence of asset specificity) and then more on to discussing measures to mitigate the hazard.  This paper had such poor measures of the core construct of TCE that the empirical test actually said very little about the story told in the theoretical portion of the paper. As such, .poor construct validity thwarted what could have been a promising study.
Another issue that this particular example raises, which has received very little attention in past critiques, is the care required when using factor analysis to measure asset specificity.  Many papers use multiple measures of asset specificity and then factor analysis to create a single variable.  As the core of asset specificity is about switching costs, this can be a fine technique.  It must be done carefully; however, as different types of asset specificity may require different questions so researchers need to be very clear on what they are measuring.  Creating a measure entitle asset specificity could be hard to create from factor analysis.  If you ask about physical asset specificity and then human asset specificity, there is no reason that they have to exist together, thus they would be unlikely to load on a single factor.  A series of questions about switching costs could get at asset specificity, but once again care must be taken to make sure that any type of asset specificity could be addressed or the questions could be tailored to one type of asset specificity that is appropriately labeled as such (i.e., physical asset specificity rather than just asset specificity).  While factor analysis clearly has as place in TCE empirical work, especially with survey data to establish determine both reliability and validity of a construct; it should be used carefully and be closely tied to the core tenets of the underlying theory.  

Although I mention that factor analysis is appropriate for surveys, the individual survey questions to measure asset specificity are often problematic. As such, I’ve included some examples of survey questions used to measure asset specificity as well as critiques of each measure to illustrate common problem that I’ve seen in papers I have reviewed, as well as published papers that don’t measure asset specificity satisfactorily.  
· “The supplier made important investments to adapt its plant and facilities to the specific requirements of this buyer.”  While this investment does represent a cost, we don’t know if the adaptations were easily reversible (thus low cost to move to other buyers). As such, we are relying on the buyer to provide switching cost information about the supplier’s investments, both of which make the measure less than fully satisfying.  A better measure might look something like this: We made significant investments to adapt our plant and facilities to the specific requirements of this buyer that would require substantial modification in order to be used for other buyers.
· “The supplier increased its capacity in order to work for this buyer.”  On its face, this measure seems to capturethe concept of dedicated assets, but if we look a little closer, it becomes clear that we are still missing a key element, as we don’t know how hard it would be to find additional customers to meet the demand nor do we know if the additional capacity comes from running a second or third shift (variable cost that is easily reversed) or building another plant.  Even if it is a new plant, perhaps the market is growing and all suppliers are increasing capacity.  Again, asset specificity is concerned only with the cost incurred by the supplier that would be lost if the relationship with this buyer were prematurely terminated or opportunistically renegotiated.  A better measure would address whether other buyers could use the capacity if the current relationship were terminated for any reason.  For example, an appropriate survey question would be: Have you increased your capacity in order to work for this buyer and if you lost this buyer much of the new capacity would likely sit idle for quite a while as it would take us a long time to find another buyer (or buyers) to replace the demand from the initial buyer?
· “The supplier has set up new facilities near the buyer’s facilities.”  One major problem with the way that this and many other studies operationalize site specificity is that they simply look at the distance between the supplier’s plant and the buyer, but that is not necessarily a good measure of site specificity.  However, measuring site specificity this way does not get at the cost incurred by the supplier if the buyer prematurely terminates the exchange.  For example, there are many auto suppliers located in Michigan in order to be close to GM, Ford and Chrysler.  If we measure the distance between one of these suppliers providing brake components to Ford and the nearest Ford plant, it might be pretty small.  However, that supplier could easily also supply to GM, Chrysler or a foreign firm with little trouble (and may already be doing so) despite its proximity to Ford.  Only if building the plant next to the buyer makes it hard to serve other buyers does a real site specificity issue exist.  A better question might be the following: Have you invested in a new plant near the buyer that has limited use in serving other buyers (or would be much more costly to serve other buyers)? This type of question addresses whether the co-location is really just a matter of convenience or is really a significant specific investment.  David and Han (2004) find that site specificity has less empirical support than other forms of asset specificity, and I would argue that this is because it has not been properly measured in many studies.  They focus on the diversity of measure, but the diversity of measures can have two origins: contextual adaptation or poor fit with the underlying theory.  While the former is required for many empirical studies of TCE, as we need to consider the context when operationalizing core constructs; contextual adaptation should not lead to fundamentally incomparable results.  The latter, on the other hand, reflects a lack of attention to the underlying theory and thus even if results are comparable (multiple papers use the same flawed measures), they don’t properly test the underlying theory.
· “The supplier has always shown its commitment to our firm.”  Commitment, while an important quality within a relationship, is hardly a measure of asset specificity.  A supplier of nuts and bolts may be very committed to a particular buyer because the buyer has purchasing large volumes over a long period of time.  While this denotes an ongoing relationship, it does not necessarily have anything to do with asset specificity.
· “Alternative suppliers would be difficult to find.”  The first question that this measurement brings to mind is why would alternative suppliers be difficult to find?  If Dell or HP were asked about Microsoft in these terms, they would certainly indicate that an alternative supplier of operating systems would be hard to find, but Microsoft’s investment in Windows is certainly not specific to Dell or HP.  In other instances, a supplier could be hard to replace because they produce the highest quality products in the industry or the most technologically advanced.  Again, these issues do not denote asset specificity.  A better measure would be: It would be hard to find alternative suppliers because of the specific investments made by the supplier to serve the buyer.  This raises another sensitive issue which asset specificity measures—asking the supplier about the buyer’s switching costs.  Issues of asset specificity related to switching costs should be directed to the buyer, while measures of specific investment should be addressed to the supplier (or to the party having to make the specific investment).
· “We have had a long relationship with the supplier.”  Again, where is the specific investment captured in this measure?  Many long relationships persist because of close ties between the firms that are not due to asset specificity, but rather to the development of a close, trusting relationship and a history of dependability.  Therefore this measure may confound asset specificity with other underlying concepts.
· “The supplier’s IT (and/or inventory) systems are compatible with the buyer’s systems.”  Just because both parties may use SAP or Oracle databases does not indicate significant asset specificity.  If the supplier had invested a lot of money to tailor their systems to the unique requirements of the buyer (investments which would be lost if the buyer left), then that would be a solid measure of an investment in a specific asset. As such, this measure is also missing the key element of specific investment.
· “The supplier has invested in developing knowledge-sharing routines with the buyer.” While interfirm routines can represent an asset specific investment, it would be useful to know how much of an investment has been made in these routines.  Any two firms that work together over a period of time will do some level of adapting in response to how the other operates.  While technically this adaptation represents a specific investment, it can be a trivial one—depending on the context.  A better measure would focus on significant investments in routines that the firm has invested in to deal with a specific firm.  Thus the measure would need to look at the extent of the investment and whether it is truly idiosyncratic to a particular buyer or represent a form of learning that can make the firm more effective at dealing with other buyers as well.
Other measures that have been used many times in the literature, while imperfect, are more successful at capturing the concept of asset specifity. These measures ask whether serving a particular buyer required special training (Anderson, 1985; Anderson and Weitz, 1992; Rokkan, Heide and Wathne, 2003; Stump and Heide, 1996), special investments or adaptations to the firm’s equipment (Heide, 2003; Heide and John, 1990; Jap and Ganesan,2000; Stump and Heide, 1996), and/or investments in, or adaptations to, the firm’s distribution system (Buvik and John, 2000; Heide and John,1990; Rokkan, Heide and Wathne, 2003; Stump and Heide, 1996).  When using measures such as these, the right questions will depend on the industry and firm context.  It is also important to ask about the extent of the investment or adaptation costs as well as the lost investments if this buyer terminated the relationship prematurely.  

Finally, given the move in the literature to find links between TCE and capabilities views of the firm such as the resource based view (Barney, 1986, 1991) and the knowledge-based view (Kogut and Zander, 1992), some work has attempted to use capabilities to measure asset specificity.  Such measures often draw on work by Artz & Brush (2000) and Anderson & Narus (1985) who capture dimensions related not only to physical assets but also to routines specialized to the focal partner.  While such measures can be completely viable, they need to be subject to the same litmus test as any measure of asset specificity: 1) whether it asks about significant investments that are truly specific to a particular buyer that would have much less value in serving other buyers, and 2) whether the costs associated with this buyer terminating the relationship prematurely are related to the specific investments (not just the challenges of losing a large buyer who takes a significant share of the firm’s output).  
In summary, good measures of asset specificity ask about the significance of the investments required to serve a particular customer (or partner in the case of an alliance) and how much would be lost if the buyer/partner terminated the relationship prematurely.  Some of the problems with existing measures of asset specificity include the following:  
(1) Many measure of asset specificity fail to deal with whether the investment is really specific to one particular buyer or exchange partner.  Good measures of asset specifity shouldn’t just ask about distance between supplier and buyer or investments in new capacity. They should go the next step and ask about the ability of the firm to use these investments for other buyers if the current relationship were terminated prematurely.  
(2) Some measures fail to address whether the investment made is significant or trivial.  Any relationship will have some level of specific investment, even if it is just knowing who to ask about various issues or dealing with a buyer’s particular order processing requirements.  The key issue is the size of the investment, not just the existence of any level of specific investment.  
(3) Many measures ask employees of one firm about specific investments made by a different firm.  Measures asking the buyer about the level of specific investment by the supplier will only capture speculation about what actually may happen.  Good measures of asset specificity should stick to asking each firm about its own investments or make it very clear why the buyer should know about the level and specificity of the supplier’s investment.  
Frequency.  A second variable hypothesized by TCE to exacerbate asset specific investments is the frequency of the transaction.  I won’t spend a lot of time on this concept, as it has received relatively little empirical attention (see Macher and Richman (2008) for a review of the studies that examine frequency).  However, it does deserve mentions as some significant issues of construct validity occur when this element is tested in empirical TCE work.

Frequency is important in TCE because even in the presence of high levels of asset specificity, if the transaction is something the firm only has to do once every five or ten years, it may make little sense to try and make the necessary investments in capabilities and equipment to do it internally.  Thus the key element of frequency is not just how often the firm procures the good or service involved in the transaction, but whether it is truly a rare event transaction.  TCE does not hypothesize a linear relationship between frequency and hierarchy.  In fact, TCE posits no direct relationship between frequency and hierarchy.  Frequency matters only in the presence of asset specificity.  Thus frequency should not be treated as a standalone variable that will lead to integration, but rather it’s interaction with asset specificity should make it more likely that asset specificity will lead to integration.  For example, in the past, I was part of an Oracle implementation, a project that involved significant levels of asset specificity and exchange hazards. However, it makes little sense for firms to create their own products to rival Oracle’s because they buy the product once and then only have to maintain and upgrade it. As a result, they use the market despite the exchange hazards because the fact that they only buy it once makes it impractical to develop internally.  
Operationalizations of frequency, however, can still be problematic.  In one study I reviewed, frequency was operationalized as how often the buyer submitted purchase orders.  This measure is problematic because a firm that needs a particular supply or service every week may only have a single purchase order that covers the entire year’s worth of the supply.  In this study, transactions such as these would be classified as infrequent, when in fact they are not.  Therefore, care should be taken to understand when a good or service is particularly rare as these are the cases that might negatively moderate the effect of asset specificity on hierarchy.  Instead, asking the buyer how frequently they procure this type of product would get at the key construct.  

It is important to note, however, that frequency is not a sufficient condition for more hierarchical governance.  Chrysler buys a lot of tires but does not make its own.  Frequency positive moderates the relationship between asset specificity and vertical integration.

Uncertainty.  The third main cause of exchange hazards that have been tested in TCE empirical research is uncertainty.  A major problem with empirical work drawing on TCE that seeks to examine the effects of uncertainty is that most papers fail to test the actual predictions of TCE.  Williamson (1985) clearly states that uncertainty by itself does not necessarily pose a hazard that would lead to integration.  Rather, uncertainty exacerbates hazards posed by asset specificity.  Thus a true test of TCE would interact uncertainty and asset specificity to determine their joint effect on governance rather than testing the standalone effects of uncertainty.

The first issue related to uncertainty is defining what type of uncertainty is to be measured.  Empirical tests of TCE have examined environmental uncertainty and behavioral uncertainty.  Environmental uncertainty has been operationalized in a number of ways; however,  the major two categories have been market uncertainty (usually looking at some type of demand variability) or technological uncertainty.  In their TCE empirical review, David and Han (2004) find 23 different measures of uncertainty in their survey of 63 papers. Additionally, they determine that only 24% of these empirical tests support (in terms of statistical significance) of TCE predictions.  While technological uncertainty is one of the most commonly used measures, David and Han (2004) found that only 3 out of 18 tests using technological uncertainty found a significant relationship between such uncertainty and more hierarchical forms of governance.  Again, they took these results to mean that TCE did not have clear empirical support.
From a TCE perspective, uncertainty must be examined along with asset specificity, as the construct is not theorized to have an independent effect. The omission of asset specificity explains why so many studies don’t find a direct link between uncertainty and hierarchy.  This outcome is especially true when the uncertainty arises from technology, because when technology changes rapidly, investments tend to be technology-specific rather than firm-specific; and in the absence of asset specificity, uncertainty is not theorized by TCE to have a significant effect of governance.  
An additional complication concerning uncertainty may also address why studies have found inconsistent results. Some argue that not all uncertainty pushes in the direction of integration, even coupled with asset specificity.  Klein (1989) suggests that while environmental complexity and volatility may lead to integration, unpredictability of product volume or technology may lead to less integration.  In addition, Slater and Spencer (2000) argue that complexity and uncertainty are distinct concepts with different effects on governance that have been conflated in the heading of uncertainty in TCE empirical work. 

While the misapplication of uncertainty in TCE empirical research and questions about the direction of its effects are significant issues, how the construct has been operationalized is also problematic.  There has been little uniformity to the measures of uncertainty. In fact, measurements of this construct have included uncertainty about product availability or price, changes in technology or demand, total transaction volume, novelty of technology, performance ambiguity, likelihood of regulatory changes, etc. (see David and Han (2004) for a more complete list of 23 ways of operationalizing uncertainty).  All of these elements capture different types of aspects of uncertainty, which may actually have competing effects in the presence of asset specificity. As such, I believe that uncertainty has been used as a label for a number of variables that may have little relation to TCE.  When measuring uncertainty, researchers should focus on changes that would create adaptation problems for the firm that would complicate specific investments that have been made.  With this idea in mind, things like total transaction volume and whether the transacting parties are in different countries really don’t get at the underlying issues of uncertainty in ways that are meaningful for TCE.  
The fundamental idea of TCE is that exchange hazards, mostly but not exclusively driven by asset specificity, lead firms to integrate transactions rather than using markets.  So where is the hazard from uncertainty that exacerbates specific investments the firm has made?  This is the main question to ask when trying to determine how to operationalize uncertainty.  Because predictions derived from TCE have been and will continue to be tested in a variety of settings, we will never have one completely uniform measure of uncertainty that will work in every case.  In many situations, uncertainty may not be a primary issue, or it may be an issue that truly is an independent hazard apart from asset specificity.  

Construct Validity and the Dependent Variable: A Contextual Application of TCE to Contractual Safeguards.  While the main issue examined in empirical work on TCE is the make or buy decision, there has been a great deal of work on other types of safeguards that stop well short of integration.  One area that has received a fair degree of attention is contractual safeguards.  Drawing largely upon TCE, many researchers have examined the efficiency of various contract terms to mitigate hazards arising from specific investments and uncertainty.  For instance, several studies have shown that contract duration increases with asset specificity (e.g., Joskow, 1985, 1987; Crocker and Masten, 1988) and temporal specificity (e.g., Pirrong, 1993).  Other studies have shown that contracting hazards can be overcome by utilizing various contractual features, including price adjustments (e.g., Joskow, 1988, 1990; Goldberg and Erickson, 1987), take-or-pay provisions (e.g., Hubbard and Weiner, 1986; DeCanio and Frech, 1993; Masten and Crocker, 1985), exclusivity (e.g., Gallick, 1984), or more complete contracts (e.g., Crocker and Reynolds, 1993).  Another stream of research has examined how firms choose different types of contracts (e.g., fixed fee, cost plus) (Allen and Lueck, 1992a, 1992b, 1999, Cheung, 1969; Chisholm, 1997).  
While much of the work on contracting is very strong (see Masten and Saussier (2000) for an assessment and critique), I think that one key issue is hindering the ability of empirical work in this area to move forward: defining a contractual safeguard.  Most studies, as mentioned above, either examine only one contract clause (or possibly two, such as Argyres, Bercovitz and Mayer (2007)) or try to measure the entire contract using a measure of “completeness” or “complexity.”  The logic underpinning TCE is straightforward—when there is a hazard, the firms must craft a response that mitigates the hazard and allows the parties to fulfill their duties under the contract.  However, neither of these approaches fully captures this action, as the inclusion of one particular clause might not actually mitigate the hazard, and global measures like completeness and complexity suffer from other issues that will be further examined below.

Contract complexity is usually measured by the presence of more clauses in the contract, leading to measures of clause counts (number included in a contract from a predetermined list) (Parkhe 1993), as well as survey responses indicating how extensively contingency clauses are specified (Macneil, 1978).  Similarly, a definition of completeness suggests that the more details that are included in the clauses, the more complete the contract. Although measuring the “completeness” of contracts when no contract can plan for every contingency seems problematic, survey responses indicating the level of completeness of each clause (Anderson & Dekker 2005) represents one way that the concept has been measured. Contract “complexity” and “completeness” are often operationalized in the same way however, so one major issue with empirical TCE work in the contracts area is that these two concepts are often conflated. 
In addition to this conflation, these concepts do not actually speak directly to how the overall level of detail in a contract provides a safeguard.  We need to know more about the specifics of the clauses included in the contract. In fact, in order to assess the concept of completeness as a safeguard, we would need to know how the additional detail in the clauses mitigates a particular hazard.  What roles and responsibilities are specified, what decision rights are granted, or what contingencies are addressed that will mitigate a specific exchange hazard more or less effectively?  In fact, the inclusion of more complexity or completeness, if it is not necessary for the transaction, can make it harder for the parties to reach agreement as they have to now deal with potentially peripheral issues brought up by managers or lawyers from one of the firms.  The solution to this issue is to be more microanalytic in examining how a hazard is being mitigated; this does not necessarily mean looking at the use of a single clause, although this line of research is important too.  There is a great deal of room for research looking at how various types of clauses are used in conjunction with, or in place of, one another to address various exchange hazards.
While some concerns have been raised about examining the use of individual contractual clauses due to the fact that some sets of clauses may reinforce or interact with one another to form a series of safeguards or replace one safeguard with another (Masten and Saussier, 2000), I believe that there are still benefits to this research.  Some clauses, or contractual choices such as the duration of the contract, can be used to combat specific hazards.  While they may not be the only way to mitigate a particular hazard, we should find a relationship between their use and some specific hazards if that clause directly addresses that hazard.  While there are pros and cons to holistic contractual measures and single clause studies, both have important value.  Holistic measures attempt to look at the contract in its entirety, but they still don’t look at alternative ways to safeguard transactions because of the high level view used to examine the contract in many studies or measures that just look at the detail of various clauses rather than how they mitigate a particular hazard.  Single item measures look at specific clauses that are theoretically linked to a particular hazard, but have a harder time allowing for other clauses that may be targeted at the same hazard (either in conjunction with the primary clause or in place of it).

.While the issue of how a contract overcomes a particular hazard is one issue that is relevant for TCE empirical work, a more fundamental issue that I will now turn to involves more precise specification of the contractual hazard that is driving the governance response.  
A Broader View of Hazards in Transaction Cost Economics

The main idea behind TCE is that exchange hazards make the market problematic and will lead to either specialized governance (some form of hybrid, Williamson (1991)) or to integration.  While asset specificity is at the heart of TCE as developed by Williamson, recent work has examined exchange hazards arising from other mechanisms.  Focusing too narrowly on asset specificity may be problematic in some contexts where asset specificity is negligible but exchange hazards are present nonetheless.  When considering the hazards of exchange in a particular context, researchers shouldn’t focus so narrowly on the six types of asset specificity while ignoring other important exchange hazards.  Specifically, two other hazards that merit special mention are appropriability concerns (Oxley, 1997) and performance ambiguity (measurement costs) (Mayer and Nickerson, 2005).
Joanne Oxley (1997) was among the first to explore the effects of appopriability concerns on governance choice.  The main idea is that when a firm’s proprietary technology or other key firm-specific knowledge, which is an important element of their competitive advantage, may be place at risk by employing a supplier for a particular task, the firm may choose to integrate rather than use the market.  Even in the absence of the need to make a specific investment, maintaining control over a firm’s key knowledge can be a critical factor in governance decisions.  Rather than focusing on investments to serve the customer, appropriability hazards focus on the potential loss of the firm’s competitive advantage, which could leave it unable to win business because it helped create a competitor.  
A key factor in this construct is that while the unit of analysis is still the transaction, appropriability aptly recognizes that events in the focal transaction can affect future transactions.  If a firm successfully procures something from a supplier, but exposes its trade secrets to that supplier, it may well be the case that the supplier may compete with the focal firm for future business.  The source of the firm’s competitive advantage is an asset that must be protected and safeguarding it can affect governance decisions in a variety of settings where protecting firm-specific knowledge is central to competitive advantage in the industry.  Appropriability concerns are likely to be particularly important in technology and knowledge-intensive industries.  
A second hazard comes from an inability to measure the quality of goods receive or services performed by a supplier (Mayer and Nickerson, 2005).  Whether this construct is referred to as performance ambiguity or measurement costs, the idea is that there is a moral hazard created when a good or service is hard to evaluate upon delivery.  If any key dimension of the output of the task is difficult to measure, a traditional market contract is problematic and the buyer may prefer to couple weaker pecuniary incentives with administrative oversight (i.e., do the transaction internally).  There are a variety of assumptions involved here including the firm’s capability to do the transaction internally, but the key issue is that when it is hard to evaluate the quality of a good or service, it can create problems for the firm.  In some instances such issues can be resolve using warranties, such as when a consumer buys a new car.  For example, it is hard to determine the quality of the specific car you will drive off the lot, so car manufacturers offer warranties for defects found after the purchase (usually in the first three years or 36,000 miles of driving the car).  
In some instances, however, it may be more difficult to verify if the issue arose from a latent problem with the good or service, or if the problem was caused by how the buyer used the product.  In addition, if more than one supplier was involved in the transaction, then determining whose part of the product was the problem can be very contentious and difficult to prove in court.  Whether the firm resorts to integration or to a more specialized form of inter-firm governance to address the hazard depends upon the situation, but hazards arising from performance ambiguity can be very important in many contexts.  In fact, David and Han (2004) note that six studies operationalized uncertainty as performance ambiguity and that four of the six found strong support for a link between performance ambiguity and more hierarchical forms of governance.  While these papers are classified as empirical analyses of uncertainty, I would argue that is a more significant issue that merits additional theoretical and empirical attention.  
While the idea of appropriation concerns (or an expropriation hazard) and performance ambiguity are entirely consistent with the foundations of TCE, many people get so focused on asset specificity that they lose focus on other sources of exchange hazards.  In fact, I once had a reviewer tell me that since a paper I had submitted didn’t have a measure of asset specificity, I couldn’t use TCE in developing the theory tested in the paper.  While the paper eventually found its way into print in a different journal, it is important for us all to realize that asset specificity is not the only source of exchange hazards.

Data Issues in TCE

Some of the construct validity issues in transaction cost economics are driven by the difficulty in getting the proper data to test the theory.  The unit of analysis for TCE is the transaction, so detailed data is required in order to be able to understand the hazards involved in the transaction, the governance choices that firms made in response to those hazards, and controls for alternative explanations of why the clause might have been used.  I will not attempt a review of TCE empirical work here (see Macher and Richman (2008)), but I will make a few comments on what type of data is best suited to doing TCE empirical work and some of the tradeoffs that are inherent in such an exercise.

Attempts to use secondary data to do inter-industry studies to test TCE are very, very difficult for several reasons.  First, it is hard to get transaction level data for even a single firm, much less several firms in a variety of industries.  Secondary sources typically lack such data so researchers turn to surveys to complement secondary sources, although they are often very useful in gathering firm level control variables.  One area, however, where secondary sources can be much more useful is in contractual research. SEC regulations require public companies to report material contracts, which are then made part of the public domain.  While a lot of firms restrict what they released as material contracts, this source does open up a door to get data on mergers and acquisitions and larger alliances and joint ventures involving public companies.  As the entire contract, occasionally with some details redacted, is disclosed, this source has the potential to provide very detailed governance data.  

Given the microanalytic nature of the data required, surveys have been a very popular data collection method.  While there are many challenges with survey data, it can be a very useful way of collecting transaction data on a number of firms.  There are all of the traditional survey method challenges (e.g., subjective valuations, comparability issues across respondents, trying to avoid common method variance—which effectively precludes asking the same person about hazards, governance and performance), which tend to be exacerbated by the fact that the constructs themselves are often difficult to measure as was discussed above.  While looking at the actual contract allows for an objective analysis of what its contents, surveys involve subjective recall and the potential for hindsight bias.  On the other hand, surveys can be the only way to collect data about documents such as contracts that firms are very reluctant to share, even if their identity is disguised by the researcher.  
While different types of empirical research (e.g., case studies, single-firm studies, multi-firm studies, and inter-industry studies) all have value in many ways, they are particularly complementary in TCE.  Case studies offer rich, contextual detail on hazards and safeguards employed in a very limited sample; but this detail is gained at the expense of generalizability.  Single firm studies increase the number of transactions examined while sacrificing relatively little in terms of the precise measurement of hazards, but these studies still only examine one firm and thus are still subject to critiques that the results may be idiosyncratic to the firm being studied.  Studies that include multiple firms better address the generalizability question, but typically must do so at the expense of weaker measures of the underlying hazards.  While inter-industry studies can typically measure governance effectively if the choice is make-or-buy, such studies also face significant challenges when the governance question being examined relates to a contract design element or reliance on formal or relational governance. The great thing about the field of strategy, however is that all of these diverse methods are being used to provide a variety of different insights.  TCE in particular richly benefits from the diversity of methods employed to test various propositions derived from the core theory.  I hope that all types of empirical work on TCE continue, but that, researchers pay moreattention to issues of construct validity irrespective of the type of empirical work they undertake.

Conclusion—Broader Issues in TCE Empirical Research

In pushing forward the research agenda in transaction cost economics, we need better underlying measures of the core constructs in empirical studies.  To ensure proper tests of the theory and the ability to compare across studies, these measures need to be consistent and reflect the diversity of empirical contexts while staying true to the core theory.  Another important element of improving empirical work in TCE is more careful consideration of  alternative explanations for the dependent variable.  When doing empirical work on TCE, researchers should also consider how resources or knowledge factors might affect the transaction are important factors to consider.  
Another issue that merits more attention in future TCE empirical research is the performance impact of alignment (and mis-alignment).  The vast majority of TCE empirical work predicts governance rather than performance.  There is still a lot we don’t know about when various governance instruments are used, so this research is still quite valuable.  However, we are seeing more studies that begin to explore the performance consequences of TCE alignment (i.e., choosing the governance structure that is best suited to address the hazards of the transaction, such as choosing vertical integration in the face of high asset specificity) and misalignment (e.g., choosing to use the market when asset specificity is very high).  Ultimately we need to know more about whether transactions (and firms) that align their governance according to the tenets of TCE experience higher performance.  Much work remains to be done in this area, and will require careful attention to econometrics issues such as endogeneity (Hamilton and Nickerson, 2003; Mayer and Nickerson, 2005; Shaver, 1998) to ensure that the fact that firms choose the governance form they think will maximize profits is taken into account.  
An additional factor that is needed as the research agenda for TCE advances is more work that evaluates alignment and governance choice over time.  TCE is inherently a dynamic theory of adaptation and adjustment costs, but the vast majority of empirical work is cross-sectional.  While the data challenges of doing longitudinal empirical work to test TCE are daunting, the potential contribution is equally impressive.  Nickerson and Silverman (2003) were among the first to take this approach in their study of adjustment costs in the trucking industry.  The problems that form the basis of TCE are dynamic in nature in that the problem with investing in assets that are specific to a transaction with one particular firm arises only over time.  The specific investment constrains the future choice set of the firm, which is why firms need to be so careful when considering when to make such investments.  There are limits to how far we can go push TCE to try and address issues of performance and adjustment in cross sectional settings.  At some point longitudinal data is required to address these issues and there is tremendous potential for studies in this area to make a major contribution.  It is imperative, however, that such studies pay close attention to the underlying theoretical constructs when crafting their empirical measures and when thinking about the types of hazards that are most relevant in a particular empirical setting.  

Transaction cost economics has had a tremendous impact on research in strategic management, as well as a wide variety of social science disciplines.  While we know a lot more now than we did a decade ago, much remains to be done.  I hope to see additional papers testing a variety of propositions derived from TCE in the coming years. Additionally, I hope these papers focus on careful operationalization of underlying TCE constructs so that they avoid the issues discussed in this chapter. Doing so will move TCE research forward and increase our understanding of how the underlying constructs in this theory impact governance and firm performance.
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� The classic example is an oil well and an oil pipeline.  If I build an oil pipeline to transport oil from your well, my investment has no value if I can’t transport your oil.  Thus my investment is useless for any other purpose.  We sign a contract that I will build the pipeline and you will pay me $X to use it.  Once I have actually built the pipeline, you could strategically renegotiate and threaten to ship your oil over land or sea (depending upon the viability of those options) unless I agree to a new price lower than the initial $X we had agreed upon.  This is a classic example of hold up.


� To highlight the measurement challenge in the literature regarding this issue, one of the initial papers on completeness by Crocker and Reynolds (1993) measures completeness in a way that is almost the reverse of how it has been measured in more recent studies.  Crocker and Reynolds (1993) focus on prices in the contract and how they vary in response to a hazard arising from the threat of supplier opportunism.  In their empirical measure, the most complete contract is one without contingencies, as they argue that less ambiguity around price means a more complete contract.  As more and more price contingencies are introduced, the contract becomes less complete.  Thus their empirical measure of completeness is quite different from much of the subsequent empirical work on contract design as their most complete contract involves no price contingencies.  In addition, Crocker and Reynolds (1993) looked at the completeness of a particular clause (pricing) and not of the overall contract as they were trying to build a direct link between a history of opportunism (the hazard) and the safeguard (less ability to manipulate price).


� Another issue that is important but outside the scope of this chapter is the unit of analysis in TCE empirical research.  The transaction is the unit of analysis for TCE, while the firm level is the unit of analysis for many other research questions in the field of strategy.  Trying to apply TCE principles to firm level dependent variables is very difficult (e.g., percentage produced internally versus outsourced for a particular component) and requires theoretical advances as well as very creative operationalization to be true to the foundations of TCE.  While alignment according to TCE (i.e., properly matching governance choice with the hazards of the transaction) should increase performance (and we have some transaction level measures that this is the case—e.g., Mayer and Nickerson, 2005), if a firm is particularly good at selecting governance for transactions that mitigates hazards, the firm as a whole should realize higher performance. 


� While econometric issues in transaction cost economics empirical work are also a significant issue, they are outside the scope of this chapter.  I will merely mention that researchers need to be sensitive to sample selection issues as well as endogeneity.  A particular issue with endogeneity is asset specificity, as the decision to invest in specific assets is not typically exogenous when predicting the choice of governance (Macher and Richman, 2008: 41).  





