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Planning for the Future in Contract Design:

The Extent of Contingency Planning in Information Technology Service Contracts

ABSTRACT:

Structuring a contract effectively is an important part of governing an exchange.  The purpose of this paper is to examine the determinants of how extensively firms use contracts to plan for future states of the world.  Specifically, we investigate one aspect of contracts—the effort the parties put into planning for contingencies that might arise during the execution of a project.  We examine how explanations from agency theory, transaction cost economics, and knowledge management inform the use of contingency planning provisions.  Using a dataset of 330 contracts from the information technology services industry, we show that when there is interdependence between the buyer and supplier, when the supplier’s proprietary technology is involved or when the project requires innovation, the parties will do more contingency planning.  On the other hand, difficulty in measuring quality ex post lead to less contingency planning.  The results indicate that contingency planning is an important element of contracts, but it is an ineffective safeguard when measurement costs are high.

Planning for the Future in Contract Design:

The Extent of Contingency Planning in Information Technology Service Contracts

Contracts play an important role in inter-firm relationships by creating the framework that guides exchange (Llewellyn, 1931).  A contract defines roles and responsibilities of the parties and provides a means to enforce an exchange (Macaulay, 1963).  In addition, contracts can specify mechanisms for adjusting exchange activities in light of changing circumstances (Macneil, 1978).  Prior empirical research on contracts has focused on the choice of contract type --primarily fixed fee versus cost-plus contracts (Allen and Lueck, 1992a, 1992b), contractual completeness (Crocker and Reynolds, 1993), or on the use of specific contract terms in response to exchange hazards (Shelanski and Klein, 1995).  Research on payment-related contract type tends to draw most heavily on agency theory, while the use of various non-pecuniary clauses draws upon transaction cost economics to identify the exchange hazards.  Two things are missing from the literature.  The first missing element is a broader examination of how parties plan for adaptation as discussed by MacNeil (1978).  Some previous research has examined the use of price adjustment clauses (Goldberg and Erickson, 1987; Joskow, 1988; Crocker and Masten, 1991); however, price is just one of many factors for which planning for adaptation may be desirable.  Second, researchers have been slow to incorporate knowledge-based issues into the study of contracts.  Knowledge-based issues may provide a motivation for contingency planning, or other attributes of contracts, which complement traditional models of agency problems and contracting hazards.

In this paper, we address these gaps by exploring the extent to which the parties plan for contingencies in the contract.  Contingency clauses—clauses that support within agreement flexibility by detailing processes and/or response rules for adjustment—are used to deal with a variety of issues related to technology, competitive conditions, pricing, intellectual property protection, work scheduling, input requirements, and coordination.  

While a contract must include an agreement on the roles and responsibilities of each party, and must include consideration, planning for contingencies is optional.  As such, there is significant variation in the extent to which firms adopt such clauses when designing contracts.  Drawing upon transaction cost economics and agency theory, we seek to identify the primary factors that either lead to or limit the use of contingency planning.  Specifically, we examine how contractual hazards arising from interdependence and appropriability concerns, as well as measurement issues arising from ex ante uncertainty and ex post outcome verification challenges influence the extent to which firms adopt contingency planning clauses.  In addition, we explore how the need to innovate and create knowledge shapes the use of contingency planning. 

To examine how these factors influence contract design, we analyze a sample of 330 contracts written by a large supplier (which we will call Compustar) in the information technology services (IT) industry.  In these IT contracts, the supplier contracts to perform some type of service involving equipment in the buyer’s data center or some other component of the buyer’s IT networking infrastructure (e.g., mainframes, storage devices, servers).  Each contract represents a separate project for which Compustar supplied a distinct service for the buyer.  Examination of the contracts, along with interviews with several of the firm’s managers and engineers, allows us to analyze the determinants of contingency planning.

This paper contributes to the law and economics literature in three ways.  First, this research furthers our understanding of contracts by examining an under-explored element of contracts—contingency planning.  More specifically, this paper contributes to empirical work on contracts by showing that the level of contingency planning in the contract influenced by the presence of ex post verification challenges, interdependence, and appropriability concerns.  Second, the paper highlights the limits of contingency planning as a contractual safeguard.  While additional safeguards may be required in the presence of measurement costs, contingency planning proves to be ill-suited for this purpose.  Third, this paper analyzes the influence of knowledge management on contracting.  Prior work on contracting has primarily focused on asset specificity and measurement costs, while innovation and knowledge considerations have received much less attention.  

The paper is organized as follows.  The next section contains the theory and hypotheses.  The remaining sections describe the data, methods, and results of our analysis.  We conclude with a discussion of the results, limitations and opportunities for future research.  

Theory

Contract Design and Contingency Planning
Empirical research on contract design has examined a variety of individual contractual clauses and attributes. Specific contract clauses that have been examined include take-or-pay provisions (Hubbard and Weiner, 1986; DeCanio and Frech, 1993; Masten and Crocker, 1985), exclusivity (Gallick, 1984), and contract duration (Crocker and Masten, 1988; Joskow, 1985, 1987).  Other researchers have examined the use of different contract types, such as fixed fee contracts and cost plus contracts (Allen and Lueck, 1992a, 1992b, 1999; Cheung, 1969; Chisholm, 1997).  Crocker and Reynolds (1993) have shown that firms use more complete contracts when there is history of opportunism in the relationship.  Other studies have shown that contract terms respond to institutional change and that these terms change over time within an industry (Pitman, 1991; Phillips, 1991).  In sum, this research has shed a great deal of light on how firms use different types of contractual devices to protect themselves and ensure that the exchange will take place.  What is missing from this literature, however, is an analysis of when and how intensively firms plan for a variety of contingencies, beyond price adjustments, that might arise during the execution of a project.  

There are four basic elements of a contract: (1) a description of the roles and responsibilities of each party, (2) specification of terms of payment and non-performance penalties, (3) stipulation of monitoring mechanisms for performance verification, and (4) delineation of contingency plans to support interim adjustment.  The first two elements, commitments and considerations (typically a monetary payment), are necessary to have an enforceable contract.  Inclusion of either of the later two elements, monitoring and adjustment mechanisms, however, is discretionary.  As such, there is a great deal of variation in the use of such terms across contracts.  In a recent study of 42 technology alliance contracts, for example, Ryall and Sampson (2003) find that less than 50% include a monitoring clause requiring review of development work.  Similarly, our data show that many contracts fail to plan for any contingencies.  Explicitly planning for flexibility distinguishes classical from neoclassical and relational contracts (Macneil, 1978).  As such, understanding the selective use of contingency clauses is particularly important. 

It is clear that no contract can attempt to plan for every possibility or state of the world that might materialize.  Given bounded rationality and uncertainty, contracts are inevitably incomplete (Williamson, 1985, 1996).  To some extent, however, the degree of incompleteness is a choice variable.  The ex ante inclusion of contingency plans in a contract serves to reduce contractual incompleteness.  Broadly, contingency clauses specify the actions to be taken by the transacting parties in response to the materialization of certain states of the world.  These clauses are designed to provide the transacting parties with a roadmap to follow if conditions change during the execution of the contract.  Changes that transacting parties often plan for include changes in technology, industry standards, competitive conditions, input prices, knowledge creation, government regulations, and product requirements.

Two general types of contingency clauses are common.  The more basic are those contingency clauses that provide generic, process-oriented adjustment instructions.  The following Project Change Request article pulled from a 1995 Computar contract is one example of this type of contingency clause:

Section 6.  Project Change Requests

(a) A Project Change Request (”PCR”) is a written document that requests a change in the scope of the services described in the statement of work (SOW), an adjustment of the prices, or and adjustment of the time of performance.

(b) The parties shall agree upon changes or additions to the SOW by executing a PCR that describes the requested changes or adjustment in detail.  If a PCR will increase or decrease the cost or time required to complete the SOW, then the PCR shall set forth the appropriate adjustment to completion deadlines or compensation.

(c) Changes requested by either party shall not be implemented until the PCR is approved in writing by both parties.

Broadly, this type of clause is generally more focused on the “how” rather than the “what”.  

Other contingency clauses are more explicit.  These clauses are designed to address specific problems that may arise during the execution of a project.  For example, in response to previous disputes about the level and cost of extra hour (evening and weekend) assistance to be provided by Compustar, the following contingency clause was added to the contract:

Standby is the process wherein [Customer] requests [Compustar] resources to be made available outside a standard work week and may include the carrying of a pager.  Even if standby is not explicitly requested, contact with any [Compustar] resource assigned to this project outside a standard work week will indicate that standby service is in effect and will be billed in addition to work performed as one (1) hour charge per day at the standard hourly rate.

Large software projects involve multiple technical challenges.  Below is the attempt by Compustar and a large customer in the financial services industry to account for potential code conversion challenges in a 1990 project.

During code conversion, it may be determined that structural changes will be necessary to port a specific function to [a specific programming language].  In such cases, the [Compustar] technical staff will discuss the situation & possible alternatives with [Customer].  The selection of viable alternatives will be a joint decision between [Compustar] and [Customer].  A list of all such changes will be kept and those changes will be documented as to ‘what the change was’ and ‘why it was made’.

The benefits of including contingency clauses in a contract are twofold.  First, contingency planning ensures some within-relationship flexibility, thus facilitating adjustment when conditions change (Macneil, 1974, 1978).  Detailing contingency plans in the contract ensure that both parties have common assumptions and expectations, which should help facilitate adaptation when issues requiring adjustment arise.  Second, contingency planning lowers the risk of opportunism by clearly specifying, and thus constraining, how the parties will respond to certain changes, whether it is by a specified renegotiation process or predetermined adjustment actions (Goldberg, 1985).  The downside of contingency planning is the cost.  To develop contingency plans, additional resources—managerial time and firm capital—must be expended to design the contract.  In addition, excessive planning for contingencies that are unlikely to occur may delay the transaction or damage the relationship between the parties.  There is a trade-off.  The parties must decide how much to invest in planning for contingencies as they design the contract that will govern their exchange.  

The empirical research exploring the use of specific contingency clauses is quite limited with payment-related clauses receiving the most attention.  The work by Joskow (1988, 1990) highlights the widespread use of price adjustment clauses to provide flexibility when high-levels of asset specificity dictate the use of long-term contracts.  Similarly, Crocker and Masten (1991), noting the commonality of these provisions, analyze the processes for, and frequency of, price adjustment selected by firms in natural gas contracts.  Using case study methodology, Goldberg and Erickson (1987) detail the prevalence of price adjustment clauses in petroleum coke contracts as a means to reduce post-agreement opportunism when site specificity is present.  In each of these studies, the authors find that when transaction attributes drive long-term contracting, the transacting parties are likely to adopt provisions specifying how they will adjust price in response to changing circumstances.  

Contingency clauses, however, can be used to provide needed flexibility on many dimensions beyond price.  As such, it is rather limiting to focus on single types of contingency clauses.  The one study that we have found that takes a broader view of use of contingency planning is Palay’s 1984 study of rail freight contracting.  Palay (1984) examined the extent to which firms engaged in structural planning, which he defined as “the development of rules or procedures for dealing with long-term problems or unforeseen contingencies”.  He found that asset specificity led to an increase in structural planning.
  Structural planning is only a minor part of Palay’s analysis of market versus relational contracting and he does not discuss what, other than asset specificity, might lead to structural, or contingency, planning.  

In this study, we seek to extend the existing literature by investigating a wider set of transactional attributes that may influence the inclusion of contingency planning clauses in a contract.  In addition, rather than limiting ourselves by highlighting when firms use a specific adjustment provision, we follow Palay’s example and focus on determining the extent to which firms undertake contingency planning.

Contractual Hazards:  Interdependence and Appropriability

Unlike other industries for which physical asset specificity is the key driver of contractual hazards, the primary contractual problems in many knowledge-intensive industries, including IT services, are related to task interdependence and appropriability (Gulati and Singh, 1998). 

Task interdependency is a situation in which the supplier cannot complete the task without the aid of the customer (i.e., each party is dependent upon the other) (Thompson, 1967).  If a standard interface exists, then the contractual problems arising from task interdependence are minimal.  In most cases, however, interdependencies increase both coordination costs and the potential for opportunistic hold-up by increasing the need for ex post bilateral adaptation.  In some interdependent information technology or semiconductor projects, for example, the parties providing individual modules must coordinate integration and testing and then negotiate responsibility for the inevitable follow-on work needed to reach desired functionality.  If there is more than one way to resolve interface problems uncovered, which is almost always the case, then these negotiations have the potential to become quite contentious as each of the parties pushes for solutions that requires the other to bear the costs of the required adjustments.  Interdependencies also make verification of the effort to mutually adjust difficult since the performance of one module depends on another.  This inability to clearly link individual effort to project outcome increases the likelihood of moral hazard (Alchian and Demsetz, 1972; Holmstrom, 1979).  

Contingency planning can safeguard transactions from problems associated with task interdependency.  Contingency plans specify up front the responsibilities of, and/or actions to be taken by, each party under particular scenarios that may arise in the course of project execution.  The existence of such plans can smooth the adaptation process by:  (1) reducing the need for, and thus cost of, re-negotiations during contract execution, (2) limiting the opportunities for opportunistic hold-up or strategic cost-shifting, and (3) placing the emphasis on verifiable behavioral controls, rather than unverifiable output controls.  Thus we hypothesize:

H1:
Task interdependence between the buyer and supplier will lead to higher levels of contingency planning in the contract.

Appropriability concerns arise when transacting parties use proprietary technology in an exchange (Pisano, 1990; Oxley, 1997).  Without the appropriate safeguards, valuable intellectual property may be expropriated by the other party and subsequently used without the knowledge or permission of the initial innovator.  Appropriability hazards of this kind are often an issue in many high technology industries, including IT (Gulati and Singh, 1998).  In general, the problems are greatest for the supplier, as it is their technology that will be used in the project.  Customers typically do not reveal their proprietary technology to a supplier, except in some cases of joint development, which are more likely to be governed by a joint venture than a standard supply contract.

One way to safeguard propriety technology is through contingency planning.  The parties can outline exactly what access is allowed and what steps will be taken if certain problems occur that may impact the use of the supplier’s proprietary technology.  For example, the leakage of proprietary knowledge may be minimized by contingency planning that specifies who will adapt to different types of changes that might arise (e.g., new required features, new compatibility issues).  Planning for the possibility of proprietary information leaking to the customer and what the customer must and must not do if that occurs may also make the supplier more willing to use their proprietary technology.  In addition, if a project requires the supplier to modify or customize their proprietary technology, contingency planning can place limits on how much of the supplier’s proprietary technology must be revealed in the event of changes to the schedule or the addition of new features. 

The buyer is also likely to want more contingency planning when projects involve the supplier’s proprietary technology.  Due to the desire to project their technology, the supplier is likely to restrict the buyer’s access to it, which leaves the buyer with some uncertainty as to whether the supplier can deliver as promised.  Contingency planning can be used to plan for how the parties will respond if supplier’s technology does not perform as the buyer expects it to.  

In addition to increasing the benefits of contingency planning, projects that draw upon the supplier’s proprietary technology may have the added benefit of lowering the cost of contingency planning because the supplier’s experience with the technology helps her know what problems to expect.  Thus we hypothesize:

H2:
Jobs that require the supplier to use their proprietary technology will lead to higher levels of contingency planning in the contract.

Innovation and Knowledge Spillovers

In addition to safeguarding existing proprietary knowledge, additional knowledge-related concerns may influence the use of contingency planning provisions.  Transactions may result in the generation of knowledge that can be applied by one or both parties in other transactions.  Such benefits have been referred to as spillovers.

The beneficial effects of spillovers have been demonstrated at the national level, the industry level, and even within firms (Mansfield, 1988; Bresnahan, 1986; Griliches, 1991).  Firms learn from competitors, universities, and other divisions or functional areas within the firm (Rosenberg and Steinmueller, 1988; Levin, Klevorick, Nelson and Winter, 1987; Mansfield, 1985, 1991; Patel and Pavitt, 1998).  Prior research has focused almost exclusively on the existence and/or impact of spillovers.  What has received less attention is how knowledge-generating spillovers influence the governance of a transaction.  One exception is Mayer and Sarkar (2004), who find that projects with the potential for knowledge spillovers involved more detailed descriptions of roles and responsibilities in the contract.

However, it is also possible that when the potential for knowledge spillovers is present, firms may also wish to undertake a greater level of contingency planning.  For knowledge spillovers to be present, the supplier must be reaching towards the technological frontier and creating something new.  In such situations it is frequently the case that unforeseen advances in technology, or technological problems, may change the appropriate course of action after a transaction has begun.  With contingency planning clauses, the parties can outline what steps will be taken if certain problems occur involving changes in technology, changes to industry standards, changing competitor strategies, etc., that could affect the value of the knowledge the project will create.  Therefore we hypothesize:

H3:
Jobs that require the generation of new, and possibly reusable, knowledge will lead to higher levels of contingency planning in the contract.

Measurement Issues

Through contingency planning, firms can more effectively manage exchanges involving task interdependence, appropriability concerns, and knowledge generation.  However, measurement costs, driven by ex ante transaction uncertainty and ex post outcome verification challenges may influence the viability of this type of contractual safeguard (Barzel, 1982; Anderson, 1985).  

First, for contingency planning clauses in a contract to be useful, one must cost-effectively be able to specify appropriate contingency plans before beginning the project. 

The cost of identifying potential contingencies and agreeing how to handle them is not uniform across contracts.  Rather, this cost is linked to the relative uncertainty surrounding a transaction (Crocker and Reynolds, 1993).  Some projects have low uncertainty as they are well understood and the parties know what is most likely to go wrong and can thus plan for such situations.  If, for example, the supplier has capabilities specifically related to the project or has done similar projects in the past, then contingencies should be relatively easy to specify.  However, uncertainty is expected to be much higher in projects that require the use of less familiar or more complex technologies. Higher uncertainty creates difficulties in identifying the relevant contingencies ex ante and thus increases the cost of contingency planning.  High levels of uncertainty may also reduce the benefits of contingency planning, as the parties are more likely to specify irrelevant contingencies.  Thus we hypothesize:

H4:
A higher level of uncertainty will lead to lower levels of contingency planning in the contract.

Projects also differ in the ease with which the quality of the output can be determined.  Difficulty in observing and verifying outcomes can raise the cost of identifying when a particular contingency has occurred.  It is a common practice to specify output-based contingency plans that link alternative actions to output quality or status at particular project milestones.  However, the measurement costs of determining output quality may, in some instances, be quite high (Anderson, 1985; Ouchi, 1977).  Quality determination for some exchanges (e.g., a complex IT project) may require time-consuming testing and extensive, costly, evaluation of test results.  Negotiating about what contingencies to specify and plan for is expensive, so it is expected that firms will only undertake more contingency planning when it can serve a clear benefit for the parties in completing the job.  The benefits to contingency planning are diluted when high measurement costs make it difficult to determine when certain contingencies have occurred in the course of executing the project as, in such instances, firms may not be able to agree upon if, or which, certain contingency plans should be implemented.  Thus we hypothesize:

H5:
The more difficult outcome verification, the lower the level of contingency planning.

Data and Methods

The hypotheses derived above are tested with data from Compustar, a provider of a variety of information technology (IT) services and computer-related hardware. The IT industry involves the storage, transfer and management of information, typically using mainframes, servers or related devices.  IT suppliers perform a variety of projects for their customers that include, but are not limited to, designing customized software systems, updating and maintaining existing software or hardware systems, and assisting with network design and security.  The technological areas included in this industry are many and include areas such as IBM-compatible mainframes, OS/390 programming, Sun systems, databases (e.g., Oracle, Informix), and customized software support and development.  Work is predominantly performed on a project basis.  Customers will identify an IT project and then secure resources to complete it.  Each project is sourced separately.  A customer may engage IBM for one project and CSC for another. 

Compustar, a producer of mainframes and related hardware since the 1970s, entered the IT services business in the mid-1980s, and by 1997 Compustar’s IT services division accounted for revenues of approximately $100 million worldwide.  This growth was accomplished through the development of an internal delivery force and the use of subcontractors.  Compustar provided access to all IT service contracts in their corporate contracts library.  The contracts date back to 1986 and run through early 1998.  In this paper, we analyze a sample of 330 of Compustar’s IT service contracts with North American customers.  This sample consists of all contracts between Compustar and 136 customers.  The sample was selected based on the first letter of the customer’s name in order to generate an unbiased sample of approximately 25% of the entire population of contracts.  

The data used for this study were drawn from the contracts between Compustar and their customers and other records included in the contract file.  The contract contains a detailed description of the project, including the type of service required and the responsibilities of the parties.  In addition to reading the contracts, several Compustar managers, engineers and IT personnel from outside Compustar were interviewed.  These knowledgeable individuals both provided insight into the contract design process and coded key variables. 

A typical contract is about five pages long and is designed to support a specific task for the customer.  Some projects are fixed fee arrangements, while others stipulate an hourly wage (with or without a maximum number of hours to complete the task).  Project duration can range anywhere from one week to over a year, and project value ranges from around a thousand dollars to several hundred thousand dollars.

Dependent Variable

The dependent variable, CONTINGENT PLAN, is an ordinal variable that is coded as zero if the project involves no contingency planning, 1 if the project involves some basic, standard efforts at contingency planning, and 2 if the project involves extensive contingency planning for the project.  We differentiate basic, standard levels of contingency planning from extensive levels based upon the specificity of the included contingency clauses.  In contracts having standard levels of contingency planning, the parties acknowledge that things might go wrong and outline a rough process for dealing with problems, but they do not develop explicit response rules for specific classes of events.  In contracts having high levels of contingency planning (coded as 2), in contrast, we see detailed provisions for the handling of specific concerns – such as intellectual property issues and resource allocation issues.  

Independent Variables

Task interdependence is hypothesized to increase the need for contingency planning (H1).  CUSTOMERDEPEND is designed to capture the importance of the need to coordinate with customer personnel.  It is important to note that this variable does not merely capture if the customer and supplier are involve in a project, but capture instances when the parties are involved in such a way that their interaction is interdependent (i.e., there is bilateral dependence).  CUSTOMERDEPEND is only coded as one if customer personnel are listed as being responsible for some portion of the project deliverables.  These parties were only included in the deliverables section of the contract if they had a significant role in the project—not just a small piece that did not affect Compustar.  Two Compustar engineers reviewed the contracts and coded this variable based upon the deliverables and responsibilities sections of the contracts.
  

The need to protect proprietary technology is also expected to increase the use of contingency planning (H2).  Compustar personnel were instrumental in the coding of a dummy variable that indicates whether proprietary technology is required to complete the project.  Appropriability is captured by a dummy variable (PROPRIETARY) that is coded one if one or more of Compustar’s proprietary technologies is required for a project and zero otherwise.  Projects that require Compustar’s proprietary technologies generally make such technology the center of the project.  The Compustar engineers coded the variable based upon their expertise and the records in the contract file.
 

Innovation (H3) is captured by INNOVATION, which ranges from 1 for projects that lack innovation and can be completed with existing knowledge to 7 for projects that require extensive innovation and new knowledge.
  This does not capture merely complexity, but the need to push technology forward to successfully complete the project.  Compustar engineers coded this variable, looking only at the description of the project in the contract.  The engineers did not investigate to see what happened during the execution of the project.

Many factors drive ex ante transactional uncertainty and the related costs of specifying contingencies. We focus on two variables that our interviews with Compustar personnel indicate are related to the difficulty of specifying contingencies (H4). Our first variable is a binary variable, PROGRAMMING, representing whether the project primarily involves programming.  Projects involving programming increase transaction uncertainty because Compustar has less experience with programming as their primary expertise has been in hardware rather than software.  In addition, many different things can go wrong with a software project that are difficult to predict because there is no physical product to examine—just thousands of lines of code.  The second variable is a binary variable indicating whether Compustar would be working with the buyer’s mainframe (MAINFRAME).  Mainframes are particularly difficult to work on if they have not been maintained properly or if they have been heavily customized—which is typically the case.  While Compustar’s expertise in working on mainframes makes them fully capable of dealing with whatever they find, it provides only limited help in determining ex ante what they might find because they do not know how the buyer has customized and maintained the mainframe.  Thus, projects involving mainframes or programming involve significant uncertainty that subsequently increases the cost of specifying the relevant contingencies.

Projects for which Compustar cannot easily measure performance create challenges in identifying the occurrence of particular contingencies (H5).  The measurement cost variable we employ captures whether the technology used in the project makes it difficult to verify the quality of the output generated by the project team.  The variable MEASUREMENT is designed to capture the cost of measuring quality after the project is complete based solely on the technological nature of the project.  Due to the largely subjective nature of measurement costs, Compustar personnel would only code MEASUREMENT as a binary variable.  MEASUREMENT is coded as one if quality is difficult to determine and zero if it is readily apparent.  The question that determined the value of this variable was whether a brief, inexpensive test or inspection could determine the quality of the work done on the project.

Control Variables

Compustar’s use of contingency planning may have changed over time, possibly as a result of learning how to write better IT contracts.  Two variables are included to measure changes in the use of contingency planning over time.  TIMETREND is a linear time trend that is coded zero for 1986, one for 1987, and so on up to twelve for 1998.  TIMESQUARED is a nonlinear variable that is coded as TIMETREND squared.  TIMESQUARED is designed to allow a less restrictive functional form by allowing contingency planning to vary over time in a nonlinear fashion.  Learning is likely to have been greatest during the beginning of the sample period as Compustar was new to the IT services industry and may have leveled off as Compustar gained more experience in the industry.

Compustar is less familiar with machines manufactured by other firms than they are with their own products.  OTHERHW is coded as one if project involves working on hardware manufactured by another vendor and zero otherwise.  We have no a priori prediction for the sign of OTHERHW because it increases both the cost of specifying the contingencies and the risks of failing to do so. 

Another binary control variable, DISRUPT, proxies for projects that have the potential to disrupt the customer's data center.  One might expect that firms will do more contingency planning when the transaction is particularly critical for the buyer.  Controlling for criticality with the DISRUPT variable enables us to investigate this relationship.   

We also control for the expected duration of the project.  Parties may do more contingency planning for longer contracts given the greater chance that conditions might change during the execution of the project.  Since it may be the case that contract duration is simultaneously determined along with the level of contingency planning, we cannot simply include actual duration in the model.  Instead, to account for this potential endogeneity, we estimated a model with duration as the dependent variable that included at least one variable correlated with duration but not contingency planning.
  We then took the coefficients from that regression and created a predicted duration variable (DURATION) that we use as the control.

Table 1 contains descriptive statistics for all variables.  Overall, correlations are low to moderate, which suggests that multicollinearity is generally not a problem for this estimation.  The one exception is the 0.66 correlation between predicted duration and programming.  We will address this issue in the analysis.




-------------------------------




Insert Table 1 about here




-------------------------------

Likewise, other than with duration, simultaneity is not a problem in this estimation because the independent variables are either characteristics of the project as defined by the customer or characteristics of the customer (or the customer - Compustar relationship).  All of these variables are known when the level of contingency planning was determined.  Compustar managers and engineers explained that negotiations with a customer begin with the type of contract (fixed fee, time and materials, etc.), and then they decide how much contingency planning to include.  

Given the categorical nature of the dependent variable, we employ order probit estimation to examine the level of contingency planning in the contract, using maximum likelihood estimation is the most appropriate for dealing with this type of qualitative data.  The model estimated in this paper is drawn from Maddala (1983).  

Results
Table 2 reports the results of our ordered probit analyses.  Model 1 contains only the control variables and produces an R2 of 0.135 and a log likelihood of -279.233.  Projects that require Compustar to work on hardware from another manufacturer result in more contingency planning (p < 0.05) as do projects that have the potential to disrupt the customer's data center (p<0.10).  Both the time trend (p < 0.001) and time squared (p < 0.01) variables are significant and show that contingency planning increases at a decreasing rate over the sample period.  




-------------------------------




Insert Table 2 about here




-------------------------------

Model 2 adds the transaction attributes and results in a significant improvement in R2 (from 0.135 to 0.234).  Further, a log-likelihood test indicates that we can reject the null hypothesis that Model 1 and Model 2 have equivalent explanatory power at the 99 percent level.  We find strong support for Hypothesis 1.  Projects that create interdependence between Compustar and the customer lead to a significant increase in the level of contingency planning (p < 0.001).  Similarly, in support of Hypothesis 2, we find that projects requiring Compustar to use their proprietary technology result in significantly (p < 0.05) higher levels of contingency planning in the contract.  Hypothesis 3 is also supported, as innovative projects that are likely to produce reusable knowledge are governed by contracts with significantly (p < 0.05) more contingency planning.  

Our results linking measurement issues to the adoption of contingency planning are mixed.  The estimation provides strong support for Hypothesis 5.  When output is difficult to measure ex post, contracts contain significantly less contingency planning (p < 0.01).  Two variables are used to proxy for the uncertainty-related costs of specifying contingencies: PROGRAMMING and MAINFRAME.  The coefficients on both of these variables are negative, however only the latter reaches even weak levels of statistical significance (p < 0.10).  Thus, Hypothesis 4 does not find support in Model 2.

In sum, four of the five hypotheses find support in Model 2.  There are no significant changes to the control variables between Model 1 and Model 2 except that the significance level of DISRUPT improves to p< 0.05 and predicted duration falls out of significance.

Robustness Tests

To ensure that the results are robust, we ran a number of alternative specifications of the model.  First, to ensure that unobserved customer heterogeneity was not driving results, we estimated a fixed effects model using customer dummies.  In running this model, we had to eliminate any customers that perfectly predicted the level of contingency planning, which was any customers with only one transaction with Compustar or those with multiple transactions that contained the same level of contingency planning.  This reduced the sample size from 330 to 196.  The results of the fixed effects analysis are reported in Model 3 of Table 2 and represent a significant improvement over the previous models.  There are some changes to the control variables, as OTHERHW and DISRUPT no longer have a significant influence on contingency planning.  CUSTOMERDEPEND, PROPRIETARY and INNOVATION remain significant, but drop in significance (to p < 0.10), while MAINFRAME improves (to p < 0.05).  The customer dummies are jointly significant (p < 0.01).  

Second, we ran a model that examined potential contract type effects.  Based upon the comments of Compustar personnel, we are confident that contract type is determined before the level of contingency planning is specified.  However, it is still possible that contract type may influence the level of contingency planning selected. Three types of contracts, used by many firms, can be found in the data.  The omitted type is a standard time and materials contract that calls for Compustar to bill the customer a certain amount per hour for as many hours as it takes to complete the project.  FIXEDFEE is coded as one if the contract calls for Compustar to complete a certain activity in exchange for a fixed fee that is agreed upon in advance.  HYBRIDCONTRACT is coded as one if the contract is a time and materials contract as described above, but includes a maximum amount that Compustar can charge the customer.  Compustar must cover expenses above this amount.

If the contract is merely an hourly wage contract, then Compustar may be less concerned about contingencies because it can pass any cost increases along to the customer.  Quoting a fixed fee or even a cap for an hourly wage contract requires more certainty about the total cost of the endeavor, which could to lead to more contingency planning.  We test these suppositions in Model 4.  We find no significant relation between contract type and level of contingency planning and the addition of these variables does not improve the explanatory power of the model.  Further, the addition of the contract type variables does not change the direction or significance of any of the other coefficients with one exception:  In this model, the coefficient on MAINFRAME, while still negative, drops below significance.    

A third potential issue is the 0.66 correlation between PROGRAMMING and DURATION.  The limited finding with respect to the PROGRAMMING variable might be due to multicollinearity issues. To investigate the role multicollinearity may play in our results, we reran Model 2 without DURATION (Model 5) and then without PROGRAMMING (Model 6).  Results in Model 5 were consistent with those of Model 2, with the added finding of a negative and significant coefficient on the PROGRAMMING dummy. In Model 6, without PROGRAMMING, the only substantial change is that the coefficient on DURATION is significant and negative (p < 0.05).  It appears that the multicollinearity between these two variables may be diluting the results.  We will return to this issue in the Discussion section.

The results of two final robustness checks are reported in Models 7 and 8 of Table 2.  It proved quite challenging to generate a predicted duration variable with a sizeable R2 value.  To ensure that our proxy for duration was not unduly influencing the results, we re-ran Model 2 and replaced predicted duration with actual duration.  When actual duration, which has only a 0.20 correlation with PROGRAMMING, is included in place of predicted duration, results are generally consistent with those of Model 2.  Under this specification (Model 7), all previously supported hypotheses continue to find support with the added result that H4 (whether tested with the PROGRAMMING or the MAINFRAME variable) is also supported.  One interesting result of this regression, however, is that actual duration has a positive and weakly significant (p < 0.10) effect on the level of contingency planning.  Though the results of Model 7 indicate slightly stronger support for our hypotheses, endogeneity concerns lead us to prefer to use the predicted duration variable specification of Model 2.  

A final robustness check was conducted to ensure that using a non-linear time variable was not biasing the results (Model 8).  Running Model 2 without TIMESQUARED has little effect on the results—the only change is that DISRUPT drops just below statistical significance.  The linear time trend variable is significant (p <0.001) without the squared term.

Discussion
In this study, we investigate when firms use contingency planning in contracts to facilitate adaptation.  We find that the degree of contingency planning in a contract is positively related to the level of contracting hazards arising from interdependence and appropriability concerns.  These findings are largely in line with that one would expect from the predictions of transaction cost economics.  Interdependence and proprietary technology create contracting hazards that can be overcome by contingency planning.  By looking ahead and planning for what might go wrong during the execution of the project, the parties can provide incentives for each party to refrain from acting opportunistically and encourage the parties to put forth high effort towards the completion of the project.  

We also find that contingency planning is used more frequently when projects involve the creation of innovative and potentially reusable knowledge.  While many researchers have examined knowledge spillovers, few have examined how a firm can govern a transaction so as to enhance their ability to capture spillovers from that transaction (Mansfield, 1985; Patel and Pavitt, 1998).  Our results indicate that how a transaction is governed is influenced not only by the need to safeguard a firm’s existing knowledge, but also to safeguard the flow of knowledge that might be created during the transaction.  As with interdependence and appropriability, this is a situation in which the costs of failing to specify contingencies are high and include the failure of the current project and the loss of potential future revenue from the technology.  

While the parties undertake more planning in response to contractual problems arising from interdependence, proprietary technology, and innovation, contingency planning has its limitations.  Contingency planning decreases in projects that involved high costs of determining quality ex post.  Agency theory predicts that if the quality of the output of a project is difficult to verify, then an incentive (or outcome)-based contract is problematic and the principal may prefer to couple low-powered incentives with administrative oversight (Holmstrom and Milgrom, 1991).  Our results show that quality verification issues also make specifying contingencies in a contract more difficult, which would require firms to seek alternative safeguards such as integration or more contractual detail related to monitoring and oversight.  Prior research on contracts has tended to highlight when certain contractual features are used (Shelanski and Klein, 1995), but it is also valuable to determine when certain contractual features are not appropriate.  

One predicted effect that did not prove to have a robust effect on the level of contingency planning in the data was ex ante uncertainty.  While projects involving mainframes did result in less contingency planning (in all models except Model 4), projects involving programming only resulted in significantly less contingency planning when predicted duration was excluded (Model 5 and Model 7).  While multicollinearity clearly plays a role, the limited finding with respect to the PROGRAMMING variable might also be due to the type of uncertainty captured with this proxy. Programming is a new area for Compustar, so the company may not have the skills and experience needed to anticipate potential programming issues.  However, the customer may want some contingencies identified because of Compustar’s inexperience with programming projects.  Thus the net effect of programming projects on the level of contingency planning may be small.  

Mainframe-related uncertainty, on the other hand, is a product of external actors—what the customer did to customize and maintain the mainframe.  Compustar has excellent capabilities in working on mainframes and thus the customer is likely to trust that Compustar will be able to complete the task.  The uncertainty over what exactly they will find raises the cost for Compustar to specify contingencies and the customer does not need contingencies specified as an insurance against the Compustar’s ability to complete the project, so the net effect of MAINFRAME on the level of contingency planning is negative. 

The control variables produce a few interesting insights.  First, we find significant temporal effects in the use of contingency planning.  These data are interesting because they cover Compustar’s first twelve years in the IT services business.  The use of contingency planning increases over time, but at slowly decreasing rate.  It may be that Compustar was converging on some kind of an optimal, for them, base level of contingency planning that would be used in a standard contract.  The right level of contingency planning in a base contract would differ by industry and likely across firms within an industry.  Such a standard level of contingency planning would then be modified based upon the attributes of the transaction.  This suggests that Compustar was learning how best to use contracts in the IT services industry, which is consistent with Mayer and Argyres’ (2002) study of how firms take time to learn to use contracts effectively.

Another control variable sheds light on an alternative hypothesis for the use of contingency planning, which is that firms do more contingency planning when the transaction is particularly critical to the buyer (i.e., failure or mistakes carry a high cost).  We find that Compustar used more contingency planning when the project had the potential to disrupt the customer’s data center.  When failure carries a high cost for the customer, the parties appear to take more care to plan how they will handle issues that might arise.  However, this effect is not robust to the inclusion of customer fixed effects.

A final result that seems at odds with expectations is that predicted duration, while insignificant in most models, has a negative effect on the level of contingency planning—and this effect becomes significant when PROGRAMMING is excluded.  Part of the problem is coming up with a good proxy for duration.  Predicted duration and actual duration are correlated at 0.30.  We tried a variety of different models to predict duration and none resulted in a better proxy than the one we report in this analysis.  While we draw no conclusions about the relationship between duration and contingency planning, the robustness test that we have conducted provide us with confidence that the relationships between contingency planning and our other independent variables uncovered are sound.  

Taken together, these results provide a picture of how firms use contingency planning to facilitate exchange.  We find strong evidence that transacting parties turn to contingency planning when innovation is required and to safeguard exchanges where interdependency or appropriability related-hazards are present.  Simultaneously, we identify situations when the adoption of contingency planning, though perhaps desirable, is infeasible due to high specification and/or verification costs. 

Limitations and Conclusion

One of the strengths of this study, the microanalytic data from within a single firm, is also a limitation.  Our detailed, transaction-level data enables us to offer insights into contractual choices that are rarely available with larger inter-industry studies.  Given that the majority of the Compustar customers are large companies that have many alternatives when selecting IT service suppliers we are confident that the negotiated contract does not solely reflect Compustar policy but also significantly integrates specific customer concerns.  The findings from this study are likely to generalize as issues such as interdependence, appropriability concerns, uncertainty, and innovation clearly exist and are pertinent outside the IT industry.  For example, exchanges in many high technology industries (e.g., aerospace, software, telecommunications, semiconductors and pharmaceuticals) involve firms with diverse capabilities undertaking a series of projects that leverage firm-specific intellectual property.  Future research to confirm or discount the generalizabiliy of our findings would be valuable.

In sum, this study helps enhance our understanding of the influence of transaction attributes on one aspect of formal contracts—the level of contingency planning.  Contingency planning is used by the parties in a way that is entirely consistent with the predictions of agency theory and transaction cost economics.  It safeguards the exchange and seeks to provide appropriate incentives for high effort by both parties by limiting the benefits that could accrue from acting opportunistically or exerting low effort.  We recognize that there are a variety of other safeguards available to firms.  However, we believe that contingency planning is an important element of contracts that deserves more empirical and theoretical attention that than it has received to date.  
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	Descriptive Statistics

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Mean
	Std Dev
	Min
	Max
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14

	1
	CONTINGENT PLAN
	0.55
	0.65
	0
	2
	1
	
	
	
	
	
	
	
	
	
	
	
	
	

	2
	TIMETREND
	7.86
	2.95
	0
	12
	0.25
	1
	
	
	
	
	
	
	
	
	
	
	
	

	3
	TIMESQUARED
	70.51
	40.10
	0
	144
	0.22
	0.97
	1
	
	
	
	
	
	
	
	
	
	
	

	4
	OTHERHW
	0.09
	0.29
	0
	1
	0.12
	-0.02
	-0.06
	1
	
	
	
	
	
	
	
	
	
	

	5
	DISRUPT
	0.47
	0.50
	0
	1
	0.12
	0.26
	0.29
	-0.02
	1
	
	
	
	
	
	
	
	
	

	6
	DURATION (Predicted)
	14.11
	5.85
	2.45
	26.4
	0.00
	0.13
	0.10
	0.36
	0.15
	1
	
	
	
	
	
	
	
	

	7
	FIXEDFEE
	0.54
	0.50
	0
	1
	0.08
	-0.10
	-0.11
	0.06
	-0.01
	-0.75
	1
	
	
	
	
	
	
	

	8
	HYBRIDCONTRACT
	0.11
	0.31
	0
	1
	-0.07
	-0.18
	-0.15
	-0.01
	-0.10
	0.21
	-0.38
	1
	
	
	
	
	
	

	9
	PROGRAMMING
	0.52
	0.50
	0
	1
	-0.06
	0.12
	0.09
	0.09
	0.12
	0.66
	-0.44
	0.04
	1
	
	
	
	
	

	10
	MAINFRAME
	0.28
	0.45
	0
	1
	-0.12
	0.04
	0.08
	-0.01
	0.29
	0.24
	-0.13
	0.07
	0.06
	1
	
	
	
	

	11
	MEASUREMENT
	0.51
	0.50
	0
	1
	-0.16
	-0.07
	-0.05
	-0.24
	-0.03
	0.00
	-0.24
	0.03
	0.15
	0.07
	1
	
	
	

	12
	CUSTOMERDEPEND
	0.11
	0.32
	0
	1
	0.17
	-0.02
	-0.03
	0.02
	-0.01
	0.09
	-0.07
	-0.03
	0.15
	0.04
	0.18
	1
	
	

	13
	PROPRIETARY
	0.12
	0.33
	0
	1
	0.16
	0.11
	0.10
	-0.06
	0.09
	-0.05
	0.17
	-0.01
	-0.05
	0.01
	-0.11
	-0.02
	1
	

	14
	INNOVATION
	2.02
	1.38
	1
	6
	0.06
	-0.04
	-0.03
	-0.19
	0.06
	0.21
	-0.16
	0.16
	0.08
	-0.01
	0.34
	0.09
	-0.01
	1


	Table 2

	
	
	
	
	
	
	
	
	

	Ordered Probit Results

	
	
	
	
	
	
	
	
	

	Dependent Variable
	CONTINGENT PLAN

	
	Model 1
	Model 2
	Model 3
	Model 4
	Model 5
	Model 6
	Model 7
	Model 8

	
	Base Model
	Full Model
	Fixed Effects Model
	With Contract Types
	No Duration
	No Programming
	With Actual Duration
	No Time Squared

	Independent Variables
	Coefficient                                    (standard error)
	Coefficient                                    (standard error)
	Coefficient                                    (standard error)
	Coefficient                                    (standard error)
	Coefficient                                    (standard error)
	Coefficient                                    (standard error)
	Coefficient                                    (standard error)
	Coefficient                                    (standard error)

	C
	-2.057  ***
	-2.099  ***
	-3.398  ***
	-1.548  *
	-2.179  ***
	-1.993  ***
	-2.240  ***
	-1.105  ***

	
	(0.488)
	(0.507)
	(1.002)
	(0.733)
	(0.479)
	(0.503)
	(0.501)
	(0.294)

	TIMETREND
	0.507  ***
	0.464  ***
	0.764  **
	0.492  ***
	0.442  ***
	0.455  ***
	0.460  ***
	0.124  ***

	
	(0.132)
	(0.134)
	(0.270)
	(0.138)
	(0.126)
	(0.134)
	(0.134)
	(0.027)

	TIMESQUARED
	-0.027  **
	-0.024  **
	-0.037  *
	-0.026  **
	-0.021  *
	-0.023  †
	-0.024  **
	

	
	(0.009)
	(0.009)
	(0.018)
	(0.009)
	(0.008)
	(0.009)
	(0.009)
	

	OTHERHW
	0.621  *
	0.597  *
	0.318
	0.899  *
	0.523  *
	0.687  **
	0.476  *
	0.649  *

	
	(0.240)
	(0.270)
	(0.482)
	(0.383)
	(0.213)
	(0.260)
	(0.236)
	(0.268)

	DISRUPT
	0.254  †
	0.297  *
	0.156
	0.330  *
	0.149
	0.281  †
	0.311  *
	0.237

	
	(0.140)
	(0.149)
	(0.242)
	(0.152)
	(0.135)
	(0.148)
	(0.149)
	(0.147)

	DURATION
	-0.024  †
	-0.013
	-0.011
	-0.053
	
	-0.030  *
	
	-0.011

	(Predicted)
	(0.012)
	(0.019)
	(0.018)
	(0.041)
	
	(0.014)
	
	(0.019)

	DURATION
	
	
	
	
	
	
	0.007  †
	

	(Actual)
	
	
	
	
	
	
	(0.004)
	

	PROGRAMMING
	
	-0.254
	-0.505
	-0.134
	-0.318  *
	
	-0.391  **
	-0.219

	
	
	(0.195)
	(0.324)
	(0.223)
	(0.133)
	
	(0.145)
	(0.193)

	MAINFRAME
	
	-0.328  †
	-0.501  *
	-0.262  
	-0.363  *
	-0.284  †
	-0.383  *
	-0.385  *

	
	
	(0.174)
	(0.238)
	(0.185)
	(0.149)
	(0.170)
	(0.165)
	(0.171)

	MEASUREMENT
	
	-0.437  **
	-0.704  **
	-0.535  **
	-0.373  *
	-0.476  **
	-0.413  **
	-0.438  **

	
	
	(0.155)
	(0.248)
	(0.180)
	(0.146)
	(0.152)
	(0.153)
	(0.154)

	CUSTOMERDEPEND
	
	0.834  ***
	0.734  †
	0.826  ***
	0.805  ***
	0.804  ***
	0.847  ***
	0.855  ***

	
	
	(0.213)
	(0.403)
	(0.214)
	(0.207)
	(0.212)
	(0.214)
	(0.210)

	PROPRIETARY
	
	0.406  *
	0.542  †
	0.467  *
	0.385  *
	0.411  *
	0.444  *
	0.426  *

	
	
	(0.196)
	(0.301)
	(0.205)
	(0.184)
	(0.196)
	(0.198)
	(0.197)

	INNOVATION
	
	0.138  *
	0.149  †
	0.173  **
	0.126  *
	0.153  **
	0.115  *
	0.135  *

	
	
	(0.057)
	(0.085)
	(0.066)
	(0.052)
	(0.056)
	(0.054)
	(0.057)

	FIXED FEE
	
	
	
	-0.384
	
	
	
	

	
	
	
	
	(0.354)
	
	
	
	

	HYBRIDCONTRACT
	
	
	
	-0.024
	
	
	
	

	
	
	
	
	(0.113)
	
	
	
	

	
	
	
	
	
	
	
	
	

	N
	330
	330
	196
	330
	330
	330
	330
	330

	R2 
	0.135
	0.234
	0.437
	0.237
	0.221
	0.229
	0.241
	0.213

	Log Likelihood
	-279.233
	-261.250
	-140.317
	-260.612
	-303.682
	-262.103
	-259.871
	-265.022

	
	
	
	
	
	
	
	
	

	 † p < 0.10          * p < 0.05          ** p < 0.01          *** p < 0.001
	
	
	


� Structural planning was one of five aspects of governance that Palay examined; the other four are the method of enforcement, how the parties adapted to changing circumstance, the types of adjustments the parties made, and whether the parties exchange information for long-term planning that went beyond the scope of the transaction.


� Compustar was willing to provide two experienced engineers to code pertinent variables, but to limit the amount of time the engineers had to put into the coding effort, Compustar stipulated that variables coded by their engineers be dichotomous variables (with the exception of INNOVATION).


� The coding process was as follows.  Each engineer coded the same eighty contracts (randomly selected).  Then one author and both engineers went through all eighty and compared the coding of all variables.  The following disagreements were found: three for MEASUREMENT, one for CUSTOMERDEPEND, two for PROGRAMMING, five for INNOVATION and three for DISRUPT.  After a brief discussion, the engineers clarified the discrepancies and felt very comfortable that they were using the same criteria to code the remaining contracts.  


� The actual range was from 1 – 6, as Compustar engineers did not code any project as a 7. 


� The regressors in this estimation included the variables in the CONTINGENCY PLANNING regression except for DURATION and MAINFRAME.  In addition, we added a new variable that proxied for other business between Compustar and the customer.  However, actual duration is very difficult to predict and we could only produce an R2 of 0.10.
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