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Rule-based expert systems attach a weight to each rule in order to represent uncertainty or strength of association. There are a number of schemes that are used to represent uncertainty in expert systems. Some of these methods allow the system designer to solicit either the probabilities, used to compute the weights, or to solicit the weights directly, or both.

This paper presents results that indicate that if the weights are gathered directly, rather than using probabilities, then the weights may not meet the underlying conditions of the mathematical model of uncertainty on which the weights are based or the weights may imply highly unusual behavior for the underlying probabilities and implicit utility function.

In one system it is found that there were violations of the mathematical properties of the model in over forty percent of the weights on the rules of the system. If the weights do not meet the constraints of the underlying mathematical models then such violations may yield inappropriate parameterization of other weights in order to make the model work. Further, such violations can lead to an inappropriate estimation of the probabilities of events by the system and yield inappropriate inferred weights.

In another case it was found that a system was dominated by weights that suggest highly unusual behavior for the underlying probabilities.

From an operational perspective these inconsistencies indicate the importance of the method used in gathering the weights, e.g. indirectly through the probabilities or directly through the weights. It also indicates the importance of validating and verifying the weights to ensure that the weights meet the needs of the underlying theory and do not force unusual relationships onto the underlying probabilities.

1. Introduction

Rule-based expert systems are expert systems where the knowledge base is represented by a set of “If (condition) then (consequence)” rules. Oftentimes weights are associated with the rules in an effort to measure, e.g. the strength of belief or extent of uncertainty of the rule. Although these weights generally are based on probability theory, the weights are often not probabilities. Instead, these weights typically incorporate probabilities and go under such names as “certainty factors.”

One of the primary ways of representing the weights is the approach implemented in the expert system shell AL/X (Spiegelhalter, 1986). The AL/X approach is developed in Duda, Hart, Nilsson & Sutherland (1976) and Duda, Gaschnig & Hart (1979). Implementation of the AL/X approach is discussed in more detail in Paterson (1981) and Kidd & Cooper (1985).

AL/X has used either weights based on likelihood ratios or weights based on logarithms of likelihood ratios. In order to generate the weights on the rules, the
expert system developer can solicit either the probabilities underlying the weights or the weights directly. Unfortunately, if the weights are developed directly, then the weights may not conform to the underlying mathematical structure on which the weights are based or the weights may imply a restrictive functional relationship between the probabilities in the likelihood ratios. Four case studies from the literature document these findings.

Violations of the mathematical structure of the particular model, by inappropriate choice of weights on some rules, can impair the quality of overall model and the inferencing process in the model. Violations of the underlying structure on which these models are based or implied functional relationship between probabilities in the likelihood ratios can yield inappropriate parameterizations on the other rules, as the system is “fine-tuned.” Further, as will be seen later in the paper, the violations discussed here can lead to substantial mis-estimation of inferred probabilities of events.

Accordingly, the resulting systems may yield mediocre or incorrect decision results, or the system may mis-estimate the uncertainty in events because the systems do not use the weights as they were intended to be used. Thus, from an operational perspective, this indicates the importance of the method of developing the weights (probabilities directly or weights directly) and the importance of validating and verifying the weights (e.g., O’Leary, 1987; 1988) to ensure that they meet the underlying mathematical structure of the model.

In addition, these violations may cast doubt on the ability of directly solicited weights in AL/X to simulate human assessment of the strength of the relationship of a rule. Since the model is based on Bayes’ Theorem, this does not say that the approach should not be used to develop normative decision making models or that probability-based assessments are inappropriate.

Although this paper is concerned with weights developed using the AL/X approach, it can be generalized to other such systems where there are weights and an underlying mathematical theory on which the weights are based. In addition, it is likely to be of interest to those who use likelihood ratios to measure uncertainty in decision making.

This paper proceeds as follows. Section 2 presents background on the types of weights on the rules used in AL/X. Section 3 presents three theorems relating to the correct behavior of the two types of weights, based on the underlying mathematical structure of the model. Then the weights generated from two expert systems in the literature are investigated. It is found that when weights are gathered directly, rather than as probabilities, they may not meet the requirements of the underlying mathematical model on which the weights are based. Section 4 presents a theorem for a special relationship between sets of weights that implies a highly restricted relationship between the probabilities, and thus, a highly limited set of feasible probabilities. Section 5 discusses the implications of the discrepancy of developing weights directly or using the underlying probabilities, and provides a summary of the paper.

2. Weights in AL/X-based expert systems

In AL/X, knowledge is specified as a set of rules and weights on the rules of the form:

“If E then H (to degree S,N)”
S and N are numeric values that represent the strength of association between E and H. S is called the sufficiency factor because a large S means that a high probability for E is sufficient to produce a high probability of H. N is called a necessity factor because a small value of N means that a high probability for E is necessary to produce a high probability of H.

In AL/X, S and N can be specified directly. Alternatively, S and N can be specified indirectly by establishing the probabilities in the following likelihood ratios:

\[ S = \frac{P(E \mid H)}{P(E \mid H')} \]

and

\[ N = \frac{P(E' \mid H)}{P(E' \mid H')} \]

where, \( E' \) and \( H' \) correspond to "not E" and "not H," and \( P(E \mid H) \) is the probability of E given H. Early systems using AL/X used S and N directly. However, in later versions of AL/X, S and N are used as logarithms (to the base ten) of the likelihood ratios, as respectively, negative weights (NW's) and positive weights (PW's).

The PW's and NW's provide the means by which to express quantitatively the corroborative or discourroborative, respectively, value of the evidence. PW's and NW's can take on negative or positive numbers from -100 to 100. However, some applications limit the scale from -30 to 30 (e.g. Dungan & Chandler, 1985).

The use of likelihood ratios is a generally accepted approach to decision making (Lindley, 1985). Thus, although this approach is AL/X specific, it remains a general approach to evaluating evidence. In addition, the existence of two ways (weights directly or probabilities directly) to assess the weights is typical of other expert system weighting schemes, e.g. MYCIN (Buchanan & Shortliffe, 1985).

2.1. SUBJECTIVE BAYESIAN UPDATING

Once the weights have been associated with individual rules, the AL/X inference approach uses those weights to establish weights on chains of inference (Duda et al., 1976; Duda et al., 1979; Dungan, 1983). As above, assume the rule is "if E then H." Although AL/X employs a scheme that allows the probability of E to be less than 1, without loss of generality it is assumed that \( P(E) = 1 \). Define the prior odds of \( H, O(H), \) to be \( P(H)/P(H') \) and similarly, the posterior odds \( O(H \mid E) \) as \( P(H \mid E)/P(H' \mid E) \). Odds and probabilities are related through the relationship \( O(H) = P(H)/1 - P(H) \). Updating the prior can then be accomplished using Bayes’ rule as \( O(H \mid E) = S \ast O(H) \) and \( O(H \mid E') = N \ast O(H) \).

In the initial version of AL/X the prior odds of the hypotheses were updated using the multiplicative version. A later version of the system that employs the PW's and NW's replaces the multiplicative approach, with an equivalent additive approach. Using that approach, the odds (called “degrees of belief”) \( DB = 10 \ast \log_{10}(O(H)) \) are added appropriately to the weights.

3. Relationship between positive weights and negative weights

If the expert system developer gathers information on the probabilities, \( P(E \mid H) \) and \( P(E \mid H') \), then as long as the probabilities take on values so that S and N are
defined, there will be no violation of the mathematical structure of the model. However, if the developer gathers the PW’s and NW’s independent of the probabilities then there may be violations with the model. This would result because directly gathered weights have implications for the probabilities because of the “interlinking” nature of the weights.

There are some important relationships between the PW’s and the NW’s that allow us to validate those weights to ensure that the weights (and thus the probabilities) have been assigned in concert with the assumptions of the AL/X model. These relationships are summarized in Theorems 1–3.

**Theorem 1.** PW > 0 if and only if NW < 0.

**Proof.** If PW is >0 then S > 1. Thus, \( P(E | H) \) > \( P(E | H') \). This implies that \( P(E | H) > P(E | H') \).

As a result, \( 1 - P(E | H) < 1 - P(E | H') \). Thus, \( N < 1 \) and NW = Log(N) < 0.

If NW is <0 then N < 1. Thus, \( (1 - P(E | H))/(1 - P(E | H')) < 1 \). This implies that \( (1 - P(E | H)) < (1 - P(E | H')) \).

As a result, \( P(E | H) > P(E | H') \). Thus, \( S > 1 \) and PW = Log(S) > 0.

**Theorem 2.** PW < 0 if and only if NW > 0.

**Proof.** Similar to Theorem 1.

**Theorem 3.** PW = 0 if and only if NW = 0.

**Proof.** If PW = 0 then Log S = 0. Thus, S = 1. Accordingly, \( P(E | H) = P(E | H') \) and thus, \( (1 - P(E | H)) = (1 - P(E | H')) \), assuming \( 1 > P(i | j) > 0 \) for all i and j. Thus \( N = 1 \) and NW = 0.

If NW = 0 then Log N = 0. Thus, \( N = 1 \). Accordingly, \( (1 - P(E | H)) = (1 - P(E | H')) \) and thus, \( P(E | H) = P(E | H') \) assuming \( 1 > P(i | j) > 0 \) for all i and j. Thus \( S = 1 \) and PW = 0.

These theorems summarize some relationships between the signs of the weights, that result from the likelihood ratios. In particular, if the expert has assigned a positive weight to the PW then the NW for that rule should be negative, and conversely. Otherwise there is a violation in the assumption of the weights of the model. Similarly, if the expert has assigned a negative weight to the PW then the NW is positive, and conversely. Otherwise there is a violation of the assumptions of the model. Finally, if the expert assigns a zero weight to either the PW or the NW then the other also is zero.

Generally the weights are nonzero so that Theorems 1 and 2 define the relationship between the PW’s and the NW’s. However, theorem 3 is indicative of an uncertain situation. PW = NW = 0 indicates that \( P(E | H) = P(E | H') \). This says that the probability of event E given event H is the same as the probability of event E given H’. This indicates that the expert has a highly uncertain view of the world, with respect to these events.

These theorems can be extended to the earlier version of AL/X where the values of S and N were used directly. Theorem 1 would become \( S > 1 \) if and only if \( N < 1 \). Theorem 2 would become \( S < 1 \) if and only if \( N > 1 \). Finally, Theorem 3 would
become $S = 1$ if and only if $N = 1$. For a system based on the original set of weights see Duda et al. (1979).

These theorems and extensions provide a basis with which to validate and verify the weights developed for use in AL/X-based systems. If the theorems are violated then there is a discrepancy between the way the expert views the world and the way the model is designed to view the world.

For example, if an expert had both a positive $PW$ and a zero $NW$, this would be a violation of both Theorems 1 and 3. It would imply first, that $P(E' | H) > P(E' | H')$ and second, that $P(E' | H) = P(E' | H')$. Clearly this is a contradiction and an impossible situation. Unfortunately, there are systems that have been developed using AL/X with weights that do not satisfy the above theorems and extensions.

3.1. EXAMPLE SYSTEMS THAT VIOLATE THE THEOREMS

There are very few sets of rules and corresponding weights available to determine if users of AL/X-based systems develop weights that violate Theorems 1–3 and the extensions. However, there has been at least one system, AUDITOR (Dungan, 1983; Dungan & Chandler, 1983; Dungan & Chandler, 1985) for which the entire set of rules and weights has been published. For this expert system, the weights were gathered directly. The probabilities were not developed independently. A summary of the violations of the weights in AUDITOR are given in Table 1. Three of the rules with weight in violation are given in Table 2.

In that system there were sixteen rules (out of thirty-eight rules) with contradictions to Theorems 1 through 3. These contradictions took two forms $PW > 0$ and $NW = 0$ (fourteen occurrences), $NW < 0$ and $PW = 0$ (one occurrence) and $PW < 0$ and $NW = 0$ (one occurrence).

AUDITOR is not the only system with such deviations from the above theorems. Kidd & Cooper (1985) list the weights for an AL/X system for fault finding in radio equipment. It appears that in the analysis of “output timing tail light on” two sets of weights (10, 0) and (10, 0) also are in violation of the above theorems. Thus, if the weights are developed directly, there is a real danger that the resulting weights will not be developed in concert with the underlying mathematical model in AL/X.

3.2. IMPLICATIONS OF ERRORS IN THE WEIGHTS

The impact of such errors in the weights can be displayed, in part by use of an example, based on Spiegelhalter (1986). The example is a multiplicative version but

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Violations to theorems of the weights in AUDITOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of violation</td>
<td>Number of rules violating†</td>
</tr>
<tr>
<td>No violations</td>
<td>22</td>
</tr>
<tr>
<td>Total number of rules violating theorems</td>
<td>16</td>
</tr>
<tr>
<td>Violate Theorem 1</td>
<td>14</td>
</tr>
<tr>
<td>Violate Theorem 2</td>
<td>2</td>
</tr>
<tr>
<td>Violate Theorem 3</td>
<td>16</td>
</tr>
</tbody>
</table>

† All rules that violated a theorem, violated Theorem 3.
Table 2
Sample rules from AUDITOR that violated theorems

"While small payments are being received on this account, the outstanding
delinquent balance is growing."
PW 1 and NW 0.

"The debtor has issued notes for the unpaid portions of his account."
PW 0 and NW = 0.5

"Collection effort being applied by your client is less rigorous than is desirable."
PW 1 and NW 0

Table 3
Example†

<table>
<thead>
<tr>
<th>Value of NW</th>
<th>O(H)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>0.71</td>
</tr>
<tr>
<td>-0.5</td>
<td>0.90</td>
</tr>
<tr>
<td>-0.1</td>
<td>0.60</td>
</tr>
<tr>
<td>-0.01</td>
<td>0.30</td>
</tr>
<tr>
<td>0.0</td>
<td>0.03</td>
</tr>
</tbody>
</table>

† Example assumes that PW = 0.954. Minor computational differences are due to rounding.

will be extended to the logarithmic additive case. Because the occurrence of 0 in one of
the weights was the major difficulty, the example explores the impact of using a 0
instead of a relatively small, but proper value for one of the weights.

Assume that the prior probability of H is 0.2. Assume that the weights are
PW = 0.954 and NW = -1. Thus, O(H) = 0.2/(1 - 0.2) = 0.25. The log of 0.25 is
-0.693. This leads to log O(H | E) = 0.954 - 0.693 = 0.261, thus, O(H | E) = 2.79
and P(H | E) = 2.79/(2.79 + 1) = 0.6923. Similarly, O(H | E') can be computed.
Log O(H | E') = -1.000 - 0.693 = -1.693, thus, O(H | E') = 0.25. This implies that
P(H | E') = 0.025/1 + 0.025 = 0.0244.

Instead of NW = -1.0 assume that NW = 0. This implies that log O(H | E') =
0.0 - 0.693 = 0.0 - 0.6923, and, O(H | E') = 0.25. Thus, P(H | E') = 0.25/(1 + 0.25) =
0.2. In this case P(H | E') increased 719.67%. In addition, the “distance” between
P(H | E) and P(H | E') changed from 0.6923 - 0.0244 = 0.6679, to 0.6923 - 0.2 =
0.4923. This represents a substantial change in the uncertainty associated with those
two different sets of events.

These and other values are summarized in Table 3. In addition to the impact of
the difference of the weight from zero, it can be seen that the extent of change also
is due, in part, to the value of the prior.
4. The impact of relationships between weights on probabilities

If the PW’s and NW’s are directly solicited then the weights on a rule may be related by the user with a functional relationship, e.g. \( PW = -NW \), where PW is not equal to zero. (Selected examples of this situation are discussed below.) Because of the interlinking nature of the PW’s and NW’s, such a relationship between the PW’s and the NW’s has implications on the underlying probabilities, and resulting utility functions.

Theorem 4. If \( PW = -NW \) then
\[
P(E \mid H) - P(E \mid H') = P(E \mid H') - P(E \mid H')^2.
\]

Proof. If \( PW = -NW \) then
\[
\log \left( \frac{P(E \mid H)}{P(E \mid H')} \right) + \log \left( \frac{P(E' \mid H)}{P(E' \mid H')} \right) = 0.
\]
Thus,
\[
\log \left( \frac{P(E \mid H)}{P(E \mid H')} \right) + \log \left( \frac{(1 - P(E \mid H))}{(1 - P(E \mid H'))} \right) = 0.
\]
As a result,
\[
\left[ \frac{P(E \mid H)}{P(E \mid H')} \right] \cdot \left[ \frac{(1 - P(E \mid H))}{(1 - P(E \mid H'))} \right] = 1.
\]
Thus,
\[
P(E \mid H) \cdot (1 - P(E \mid H)) = P(E \mid H') \cdot (1 - P(E \mid H')).
\]
This is a highly restrictive requirement on \( P(E \mid H) \) and \( P(E \mid H') \) that forces the probabilities to be drawn from a set of lines. However, for a number of systems in the literature there is substantial use of weights of the type \( PW = -NW \).

For example, in each of the two systems discussed above, some of the weights exhibited this behavior. In AUDITOR, there are seven such sets of weights. In Kidd & Cooper (1985) there are three such sets of weights. One additional system, EDP-XPERT (Hansen & Messier, 1982; Hansen & Messier, 1986; Hansen & Messier, 1987) also has some weights for which \( PW = -NW \). However, no system found in the literature had all their weights meet this constraint.

The existence of weights under this relationship is not incorrect in and of itself. However, in a situation where the weights are directly developed there is a possibility that the expert will generate a functional relationship between the sets of weights, such as that relationship in Theorem 4. In that case there is substantial danger that the weights will imply unusual underlying utility functions.

5. Discussion and conclusion

This paper has summarized the mathematical relationships between the weights of an AL/X-based system. The results indicate that if either a PW or NW is greater than zero then the other is less than zero, and conversely. Further, the NW or PW can only take a zero value if the other has a zero value. An examination of example systems found a number of violations to the condition that both or neither of the rules were zero. Similar relationships can be developed for earlier versions of AL/X that employed a multiplicative inference model using values for \( S \) and \( N \).
The violations impact the inference process. The extent of the difference in the inference process, resulting from those errors, is a function of the prior odds and the value of the weight that is appropriate. Investigation of an example found substantial differences as the value of the weight moved from −1 to 0.

This paper also has found that if the weights are directly related then this has implications for the relationship between the underlying probabilities. Functional relationships such as \( PW = -NW \) indicate the probabilities in the underlying utility function are related in a very unusual manner. An examination of three systems found a number of weights functionally related in this manner.

Thus, it appears that it is likely that directly developed weights may not satisfy the underlying mathematical structure in AL/X or may imply very unusual underlying probabilities. This has a number of implications. First, the method of developing the weights is critical. Directly soliciting probabilities can ensure consistency with the underlying mathematical model. Second, if weights are directly solicited, rather than probabilities, then validating the weights to ensure that they meet the underlying structure in AL/X also is critical. In addition, such weights should be examined for user developed relationships between the weights, e.g., \( PW = -NW \), for implications of the underlying structure of the probabilities. Third, if the directly solicited weights are inconsistent with the underlying probability theory in the model or they suggest highly unusual relationships between the probabilities, then there may be some question as to the ability of the NW’s and PW’s to simulate human decision making. Although this may be important to behavioralists or cognitive scientists studying human decision making, this does not impact the ability to use directly developed probabilities or the AL/X approach to build normative decision making models, because of the firm foundation of AL/X in decision making (e.g., Lindley, 1985).
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